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Abstract

Multi-agent systems consist of multiple agents, which detect and interact
with their local environments. The formation control strategy is studied to
drive multi-agent systems to predefined formations. The process is impor-
tant because the objective formation is designed such that the group achieves
more than the sum of its individuals.

In this thesis, we consider formation control strategies and reconfigura-
tion strategy for multi-agent systems. The main research contents are as fol-
lows.

A formation control scheme is proposed for a group of elliptical agents
to achieve a predefined formation. The agents are assumed to have the same
dynamics, and communication among the agents limited. The desired forma-
tion is realized based on the reference formation and the mapping decision.
In the controller design, searching algorithms for both cases of minimum dis-
tance and tangents are established for each agent and its neighbors. In order
to avoid collision, an optimal path planning algorithm based on collision an-
gles, and a self-center-based rotation algorithm are also proposed. Moreover,
randomized method is used to provide the optimal mapping decision for the
underlying system.

To optimize the former formation control scheme, an adaptive formation
control strategy is developed. The multiple elliptical agents can form a prede-
fined formation in any 2D space. The controller is based on the neighborhood
of each agent and the optimal mapping decision for the whole group. The
collision-free algorithm is built based on direction and distance of avoidance
group of each agent. The controller for each agent is adaptive based on the
number of elements in its avoidance group, the minimum distance it has and
its desired moving distance. The proposed adaptive mapping scheme calcu-
lates the repetition rate of optimal mappings in screening group of mapping
decisions. The new optimal mapping is constructed by the fixed repeating
elements in former mappings and the reorganized elements which are not
the same in each optimal mappings based on the screening group.

An event-triggered probability-driven control scheme is also investigated
for a group of elliptical agents to achieve a predefined formation. The agents
are assumed to have the same dynamics, and the control law for each agent is
only updated at its event sequence based on its own minimum collision time
and deviation time. The collision time of each agent is obtained based on the
position and velocity of the others, and the deviation time is linked with the
distance between its current position and desired position. The probability-
driven controller is designed to prevent the stuck problem among agents.
The stuck problem for the group means that when the distance between
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agents is too close and their moving directions are crossed, the control in-
put with deterministic direction will cause the agents not to move or to move
slowly. To optimize the event-triggered probability-driven controller, a mapping-
adaptive strategy and an angle-adaptive scheme are also developed. The
mapping-adaptive strategy is used to find the optimal mapping to decrease
the sum of the moving distance for the whole group, while the angle-adaptive
scheme is employed to let the distance between any two elliptical agents is
large enough to further ensure there is no collision existed during execution.

Reconfiguration strategy is considered for multiple predefined formations.
A two-stage reconfiguration strategy is proposed for a group of agents to find
its special formation, which can be seen as transition of the predefined for-
mations, during idle time in order to minimize the reconfiguration time. The
basic reconfiguration strategy combines with a random mapping algorithm
to find optimal special formation. To meet the practical requirements, agents
are modeled as circles or ellipses. The anti-overlapping strategies are built to
construct the achievable special formation based on the geometric properties
of circle and ellipse.

Keywords: Multi-agent systems, formation control, collision avoidance,
random mapping algorithm, event-triggered, reconfiguration strategy
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1

1 Introduction

1.1 Motivations

This thesis focuses on the formation control strategies for a group of ellipti-
cal agents and the two-stage reconfiguration strategy for a group of agents.
These elliptical agents are moving in a physical or virtual formation, sensing
and interacting with local environments. The formation control technologies
for multiple agents are employed in various engineering fields to reduce the
system cost, increase the robustness and efficiency of the system, and provide
redundancy, reconfiguration capability and flexibility. However, formation
control strategy will create many challenges for the systems with weakening
each agent’s processing capability and increasing the complexity of whole
system. The design on agents is essentially based on egocentrism, as stud-
ied in [1]–[4], but agents free will be restricted by localisation from limited
sensing range and communication capacities. Switching formations should
be owned by agents groups to reduce moving consumption, decrease col-
lision probability, and improve tasks completion rate, etc. For multi-agent
systems, collective objectives are still existed, thus, control strategies design
remains to deal with these goals. Tasks changing during whole groups is an-
other problem that agents face. Reconfiguration ability is an essential feature
of multi-agent system because it links to the problem of how many types of
formations can be formed and transformed. In order to build the reconfig-
uration ability of multi-agent systems, reconfiguration strategies should be
employed to drive the systems to construct different shapes of formation.

Conventional formation control strategies are insufficient in dealing with
the shape of individual agent. In vast of literatures, agents are always consid-
ered as dots, circles, or rectangles [5]–[8]. However, many potential agents in
practice have long and narrow shapes. Given the same length and width, the
ellipse has a smaller area and smooth curve than that of rectangular shape. It
is more appropriate to choose the ellipse shape to define a real agent. If we
only consider point-shape, disk-shape or rectangular-shape for actual agents,
collision problems among agents will be out of consideration, or many avail-
able spaces, which can be used to plan routes and prevent possible colli-
sions among agents, will be wasted. Simultaneously, mapping relationships
among multiple agents are important to research to release computational
and communication burden and reduce operation cost. For individual agent,
it need to make decisions wisely with its neighbors based on sensing capa-
bility and communication topology. For reconfiguration researches on multi-
agent systems, adaptive mappings for multiple agents and the geometric
shape of individual agent are lack of consideration. These control schemes
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could be developed to enhance the operation efficiency and improve the ex-
ecution time.

The thesis aims to construct formation control strategies and two-stage
reconfiguration strategy for multiple agents. This is achieved by develop-
ing schemes to manipulate the agents motives under the information from
sensors and communication networks. The schemes are dominantly agent-
based and they are well suited to provide solutions in localised and decen-
tralised systems. Inter-agent communication which is only transfer some
simple information such as individual identities, mapping relationship and
positions of agents, is assumed to be established on local wireless network.
Agents are abstract as ellipses to meet the practical requirements. Colli-
sion avoidance schemes among agents are improved to make sure agents
can reach their desired goals well. The network is decentralized because
the agents perform different position tasks. The agents are localised since
they work in a large space, and the centralized communication network has
a heavy cost burden for individual agent. Our formation control strategies
and two-stage reconfiguration schemes can execute formation and reconfig-
uration goals perfectly.

Contribution from our work in this thesis is as follows:

1 Develop a new formation control scheme to drive a group of ellipti-
cal agents to a predefined formation with restricted communication
and limited sensing capability. The controller of each agent is estab-
lished based on the midpoint derived from their neighborhood. Ran-
dom mapping algorithm is constructed by the sum moving distances
from current positions of individual elliptical agents to the desired po-
sitions. The desired formation of the whole group does not match the
specific positions of the predefined formation. It is obtained by the dis-
placements from the predefined formation. The collision among ellipti-
cal agents can be avoided by choosing optimal path and removing ob-
stacle angles. A self-center-based rotation algorithm is also proposed to
guarantee collision avoidance when two agents approach to each other.

2 Investigate an adaptive collision-free control scheme and mapping rule
based on the first developed formation control scheme. The communi-
cation among agents is needed to exchange mapping information and
agent identities. The control input for each agent which is moving
though the possible collision area, is adaptive based on the collision
group of the agent and the distance between current position and de-
sired moving position of the agent. An adaptive mapping algorithm
is proposed to release the computational burden of random mapping
algorithm.

3 Build an event-triggered probability-driven adaptive formation control
strategy for multiple elliptical agents. Each agent has its own event
sequence based on the minimum collision time and the deviation time
calculated by itself. Agents only need to receive the state and velocity
information in accordance with their own event sequence. Probability-
driven controller is established to prevent the stuck problem among
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agents, which may happen when two or more elliptical agents are too
close to each other. The adaptive mapping scheme is employed to find
the optimal mapping among the agents to reduce the moving distance
of the whole system.

4 Propose a two-stage reconfiguration strategy based on dot agents dur-
ing idle time with an adaptive random mapping algorithm, which is
constructed based on the minimum expected moving distance between
the current positions of the group of agents and each predefined forma-
tion. To meet the practical requirements, the two-stage reconfiguration
schemes are improved due to the circular shapes and elliptical shapes
of the agents, to deal with the overlapping problem happens among
agents.

1.2 Research background

Nowadays, the traditional control theory on the control of an individual sys-
tem has gradually matured. With the rapid development of computer, com-
munication and sensor technologies, networked systems and multi-agent
system with multiple nodes and communication network connections have
been increasingly studied. The control technology of multi-agent systems
have begun to be applied in large-scale applications in practical scenarios. In
the practical applications, individual equipment cannot achieve the control
goals with high efficiency and low cost. To improve operational efficiency,
increase running accuracy, reduce operating costs and decrease maintenance
difficulty, multiple small devices with low cost, simple structure, and easy
assembly and maintenance are employed to work together to achieve the
control goal to replace an individual complex agent. Compared with single-
agent systems, multi-agent systems have the following advantages: 1) co-
operation among agents can greatly expand the task execution ability of au-
tomation device. Based on the extension of the task execution ability, multi-
agent systems can accomplish many complex tasks, which are difficult to
achieve by an individual agent; 2) multi-agent systems have lower energy
cost, and are easier to manufacture install and maintain, which will lead to a
better economic efficiency beneficial; 3) multi-agent systems have better per-
formance and higher efficiency; 4) lager system redundancy can be designed
for multi-agent systems, which can achieve better robustness and fault toler-
ance design than an individual agent.

The multi-agent systems can be seen as "society of agents", which means
a set of agents that interact together to coordinate their behaviour and of-
ten cooperate to achieve some collective goal, which is difficult or impossi-
ble for an individual agent or a monolithic system to solve. Also an agent
in the multi-agent system is considered as a micro-system. In the systems,
agents change their information to their neighbours or leaders by communi-
cation links, which can constitute a network called communication topology.
The inspiration for collaborative control of distributed multi-agent systems
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comes from nature. Many biome systems have complex and interesting clus-
ter behaviors. Animal groups exhibit a superior ability to manage a variety
of challenging tasks, from foraging to migration to predator evasion. For ex-
ample, a group of fish will cooperate together to prevent other fish attacks,
a flock of birds forage and probe for food, and a group of wildebeests move
together to migrate to a lush grassland to ensure race continues, and etc..
Individual animal in these biological flocks cannot perceive and process the
global information of nature and its own cluster. They can only rely on its
own perception system to obtain the status of their local neighbors and in-
teract with them to achieve global behavior goals. Communication network
among these animals is necessary to ensure the information exchange among
animal groups. Social interactions among individuals are beneficial to the
whole groups. The design method and control goal of distributed multi-
agent cooperative control is learn from such behaviors. The design concept
of distributed multi-agent control strategy is to design appropriate control
schemes to complete complex global tasks with only local information inter-
action.

Formation control is one of the main applications of multi-agent systems.
Agents in the multi-agent systems are required to follow a predefined tra-
jectory while maintaining a desired geometry pattern. Moving in group has
abundant advantages, such as, reduction of the system cost, increase of the
robustness and efficiency of the system during providing redundancy, re-
configuration ability and structure flexibility for the system. There are five
main control problems in formation control: formation generation, forma-
tion maintain, formation switching, obstacle avoidance and adaptive. The
formation maintaining and formation switching attract more of my concern.
How much behaviour and information of agents has poses direct influence
on performance of the system, in terms of energy consumption and executing
time from initiation to finishing a task. However, global information cannot
always be gotten by each agent in the system or could lead high energy con-
sumption. Therefore, researches have been done to improve the performance
under these circumstances.

1.2.1 The concept of multi-agent systems

Multi-agent system is a system consists of a group of agents. It can solve
problems which are difficult for single agent through communication, con-
sulting and cooperating among agents and environment. There are more ad-
vantages for using multi agents. Multiple agents cooperate with each other
can complete the task beyond the scope of capacity of single agent which
lead overall capacity of whole system better than single one. The concept
of multi-agent systems is first brought up in computer science. To build a
clear understanding of a multi-agent system, the definition of agent is nec-
essary. In the domain of computer, an agent can be defined as "An agent
is a computer system that is situated in some environment, and that is ca-
pable of autonomous action in this environment in order to meet its design
objectives"[9].
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There are two kinds of interactions in an agent. The first one is the inter-
action between an agent and its nearby environment, as illustrated in Figure
1.1. Agents can accept the input from environment and produce an action
output to influence the nearby environment. This interaction is always a con-
tinuous process. In most cases, agents can only have partial control to their
nearby environment, and influence the environment by its action output.
Agents can influence the system in several ways. They either could produce
some change in the current state of its environment which changes future
interactions of other agents with it, or they change their own performance
which changes interactions with neighbour agents who see these agents as
a part of the environment. Therefore, agent can produce same action out-
put in interaction with same environment which could lead different results,
rendering it nondeterministic.

Agent

Receive 

environmental 

information

Produce actions

Neighboring 

environment

FIGURE 1.1: The interaction between an agent and its nearby
environment

The other interaction is the interaction between an agent and its neigh-
bour agents. This inter-agent interaction is possible because of communica-
tions among agents. Different from the interaction between an agent and its
environment, an agent may not be able to directly influence the state of its
neighbour agents. In multi-agent system, it is possible for some agents to
grasp the global information due to their role playing in the whole system.
There may also be cases where these agents can communicate with all of the
rest of agents in the system. This feature is captured in my research where
agents which are seen as leaders can share global information and commu-
nicate with all the rest of agents in the multi-agent system. Figure 1.2 shows
the relationship among agents and their environment in a multi-agent sys-
tem. It can be seen that the interaction among agents and their environment
is complicated. The interaction among agents could be bidirectional, such as
the interaction between agent 1 and agent 2, agent 1 and agent 3, agent 4 and
agent 5, are bidirectional. Also the interaction among agents could be uni-
directional. Sometimes, the environments of agents are cross, which means
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individual agent may be influenced when others influence the crossed envi-
ronment based on their own action. This fact will cause dependent relation-
ship among agents. In some cases, agents will not interact with environment.

1
2

3

4

5

Environment

Environment

Environment

Environment

Environment

FIGURE 1.2: Inter-agent interaction

Organization of multi-agent systems means information and control rela-
tionship among agents, and the distributed mode of problem solving ability.
As organization is the fundamental study of most research in multi-agent
systems, it is important to organize agents effectively in order to cooperating
agents and their environment. Agents could execute a prior organization to
determine roles of each agent. The determined role gives the expectations
about the agent’s individual motion by describing its state, capabilities and
gestures inside the multi-agent system. Then an agent achieves its organi-
zational information of its role and executes tasks as the determined role.
There are three kinds of organization of multi-agent systems[10]. The first
one is centralized organization[11]–[13], which could be seen as a master-
slaver hierarchical structure. In this mode, agents are divided into three cate-
gories, manager agent, functional agent and application agent by work range
and function of agents. It is manager agent’s responsibility to manage whole
information, state and predefined task execution of the system. Functional
agents could have capabilities to execute tasks and help manager agents to
do system tasks without the influence from application agents. Application
agents could process tasks in a specific field. Centralized structure can eas-
ily tolerate faults of some agents in the group. On the other hand, manager
agents will be the weakness of the whole system both for computational and
communication time requirements and its final fault will compromise the
entire group[14]. Decentralized architecture[15]–[17] is the second mode of
organization. Agents in this system are not controlled or directed by a single
agent. They could get all information for other agents and their environ-
ment state due to each agent can communicate with other agents directly
and immediately. According with these characteristics, agents in the system
can plan their own trajectory and motives which could reflect autonomous
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and social of agents, the flexible and extensive of whole system could also
be promoted. However, this could lead to uncontrollable and instability to
the multi-agent system. The other structure is hybrid organization in which
the responsibility and role of agent is dynamics[18], [19]. Interactions among
agents are changing to cooperate more effectively to execute tasks. In my re-
search, agents will organize in hybrid structure in which several leaders will
be selected to tracks the predefined trajectory and other agents maintain a
predefined direction and orientation with respect of the leaders. The leaders
can change in accordance with varying needs of the system. In my works,
decentralized organization for multiple agents is considered.

1.2.2 Applications of multi-agent systems

In recent years, models and related control theories of multi-agent systems
have been applied in more and more engineering fields. In aerospace tech-
nology, a spacecraft can be regarded as an agent. The tasks, such as reduc-
ing system cost, improve system stability and function extension capability,
can be achieved by developing coordinated attitude control and formation
control of multiple spacecrafts. By using multi-agent technologies, multiple
spacecraft systems, in which spacecrafts have simple structure and proces-
sors, can deal with collective targets that is difficult for a single spacecraft to
process, which is studied in [20]–[23]. In the application of military technol-
ogy, the use of multiple unmanned aerial vehicles(UAVs)[24]–[27] to conduct
reconnaissance and combat, the use of multi-robots [28]–[31] for searching,
rescuing, patrol, clearance of mines and etc, or the use of autonomous un-
derwater vehicles(AUVs) [32]–[35] to cruise under the sea, can greatly im-
prove the overall combat capability, enhance tasks completion and accuracy,
and reduce casualty. In industrial production processes [36]–[39], the use of
multiple robotic arms to perform complex tasks on the production line can
often improve assembly accuracy and production efficiency. The research of
multi-agent systems, as a new and comprehensive cross-cutting topic, has a
wide range of applications and huge potential value, attracts scholars in var-
ious fields, and promotes the rapid development of related theories. Some
applications are listed to specified the use of multi-agent technology in engi-
neering fields.

1 Coordination and Control of mobile robots
The problem of how to control and coordinate of multiple autonomous
robots has attracted much attention during the last few years[40]–[46].
This task can decomposed into five subtasks, formation of geometric
pattern, alignment of each robot’s orientation, coordination of the robots
in the system, motion realization and stability of the formation in mo-
tion. Generally speaking, autonomous robots should maintain a de-
sired formation to promote effectiveness of whole system. A final ori-
entation should be planned that robots will come to their positions from
various locations so that their final directions of motion are different.
To achieve the specific goal of the whole system, algorithms and con-
trollers of coordination and control of autonomous robots should be
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designed and proposed[43]–[45]. Realization of motions is used to sat-
isfy constraint conditions while the group of robots is moving though
a trajectory. At last, to make formation robust and not easy to disband,
stability of formation during group moving should be considered[45],
[46].

2 Control of Traffic and Transportation
The distributed nature of traffic control topology makes it well suited
for applying multi-agent technology[47]–[51]. Distributed processing
and coordination of multi-agent technology could be well used to solve
the traffic conditions which contain dramatic changes such as traffic
accidents[47], [48]. For urban traffic networks, intersections or junc-
tions can be seen as nodes of multi-agent systems while links represent
streets, avenues, roads or any other infrastructure connecting them.
Dynamic coupling graph and communication topology will be obtained
to achieve predictive control[51]. The transit network-planning prob-
lems, timetabling and schedule synchronization, and the alignment prob-
lem for public transportation route can also be solved by using multi-
agent technology[49], [50].

3 Coordination Expert System
For complex problems, single expert system cannot meet the require-
ments. Hence, multiple expert systems should be collaborated to achieve
the collective goals[52], [53]. The multi-agent technique can be used to
attain a coordination solution to multiple expert systems. Two expert
systems can organically combine through a coordinated multi-agent
system in a multi-agent system environment based on rules, and the
coordination agreement is established to integrate diagnostic methods
and improves the efficiency of fault diagnosis[53]. Expert systems can
also be seen as nodes in multi-agent system to execute a specific task
by cooperating and collision avoidance strategy should be employed
to solve the conflict during processing tasks.

1.3 Literature review

1.3.1 Theoretical developments of formation control

In last decades, formation control became one of the leading research fields
in multi-agent systems. Several methods have been proposed to deal with
the formation control issues for a group of autonomous agents, including
the leader-follower method, the behavioral method and the virtual structure
method. The leader-follower method [54]–[58] treats a small group of agents
in the system as leaders, and the rest can be seen as followers. The follow-
ers can find their desired position based on the positions of leaders and local
information from the predetermined formation. This approach is easy to un-
derstand and implement. However it is hard to maintain a desired formation
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if followers are disturbed without any formation feedback. In [54], a non-
singular terminal sliding-mode control and disturbance observer based con-
trol are designed for followers to achieve finite-time output consensus for the
agents with mismatching disturbances of followers. A fixed-time consensus
problem for a high-order leader-follower multi-agent system with external
disturbances is studied in [55], in which a sliding manifold is built to make
sure the tracking errors converge to zero in fix time. For followers whose
relative states can not be measured, an observer-based distributed adaptive
control scheme in [56], is constructed to ensure that all followers can follow
their leader asymptotically. In [57], Two non-smooth leader-following forma-
tion protocols for nonidentical Lipschitz nonlinear multi-agent systems with
directed communication network topologies are proposed for first-order sys-
tems and second-order systems. In [58], a leader-follower control scheme
with time-varying unknown leader is investigated for the distributed track-
ing problem of nonlinear fractional-order multi-agent systems. Controllers
are designed based on the basic independent behaviors of each agent in [59]–
[63], and the behavior method can generate control law easily while each
agent has multiple completive objectives, but it is difficult to design the local
control rules and conduct stability analysis. In [59], a unified optimal control
framework is constructed to integrate the formation control, trajectory track-
ing and collision avoidance in an obstacle-laden environment. A behavioural
decentralized approach for multiple UAVs is proposed in [60]. Under this
approach, individual UAV can fly though predefined waypoints, and avoid
possible collisions with other UAVs in the group. A null-space-based behav-
ioral method is developed in [61] to guarantee obstacle avoidance for multi-
ple AUVs. In [62], a concept of escape angle is introduced into a decentral-
ized behavior-based formation control algorithm for multi-robots systems to
avoid obstacles. In [63], multiple missions control problem is solved as a be-
havioral control problem with the systematic procedure of null-space-based
projection. In the virtual structure method [64]–[68], agents can achieve the
desired formation with certain geometric shapes, which can be called as a
virtual rigid. This approach can easily achieve the objective formation with
high-precision trajectory tracking, but is difficult in implementing formation
scaling and improving adaptability. In [64], the receding horizon tracking
control of multiple unicycle-type robots is developed under coupled input
constraint. The tracking position of the the follower is seen as a virtual struc-
ture point with a Frenet-Serret fram fixed on the leader. Shrinkable virtual
structure is used in [65] to concur the traditional obstacle-avoidance problem
in the virtual structure methodology. The virtual structure is employed in
[66] to be regarded as a framework to plan and execute complex interleaved
trajectories, which can hold a fixed relative formation, or transition between
different formations. In [67], the virtual structure is introduced to build a
formation control strategy for nonholonomic intelligent vehicles. And the
algorithm of synchronized multiple spacecraft rotations based on consensus-
based virtual structure is presented in [68], in which a behavioral consensus
algorithm for virtual attitude control system, is presented to accomplish the
attitude maneuver of the entire formation and guarantee a consistent attitude
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among the local virtual structure counterparts during the attitude maneuver.
Research works on formation control always use one or more of the above

method under unlimited sensing capability and unrestricted communica-
tion. For limited sensing range study, in [69], platoon control with range-
limited sensors is investigated to guarantee string stability and control per-
formance within limited sensing. However, global broadcasts are used to at-
tain string stability and this impose constraints to its applications. A simple
controller is proposed in [70] for each agent in the system with same protocol
and control law without consideration of potential field storage. To achieve
local optimal mapping decision, two protocols for multi-object mapping are
designed. In the work of [71], a bounded cooperative controller is designed
with formation stabilization. In [72], potential functions are employed to
achieve desired configuration while preventing collision with other agents,
obstacles and the boundary of the work area. Agents in this research only
have limited sensing and communication ranges. Restricted communication
among agents is also discussed in [70], [73], [74] for minimizing energy con-
sumption and improving adaptability to dynamic environmental changing.
In [70], a novel displacement-based formation controller is proposed to drive
multiple robots to their desired formation without communication based on
their local in-range displacements from their own sensors. A formation track-
ing control scheme in [73] is constructed to maintain a given formation in
nonomniscient constrained space. The role switching triggered is employed
to enhance the efficiency of the whole algorithm. In [74], a distributed for-
mation control and collision avoidance strategy is designed for a group of
rectangular agents with limited communication ranges.

Fixed topology and switched topology in the area of formation are also
researched in various articles. In [75], formation control for multi-agent sys-
tems, in which agents are controlled by unknown effect based on their states,
are proposed on a fixed topology. A leader-follower consensus algorithm is
given in [56] linked to relevant outputs of followers based on fixed topol-
ogy. Consensus problems are solved in [76] by building a relation between
network connectivity and performance of protocol in a switching topology.
A linear consensus protocol is given in [77] to localize control strategies for
second-order discrete-time agents based on switching topology. Time-varying
formation is analyzed with directed switching topology in [78], in which for-
mation is defined by specified piecewise continuously differentiable vectors.
Practical systems of multiple unmanned aerial vehicles are studied in [79],
[80] based on switching topology.

Collision avoidance problem among multiple agents during execution
emerges accompanied by development of formation control strategy. Many
researchers work in this field to ensure multi-agent systems run smoothly. In
[81], a decentralized leader-follower formation controller is proposed with
constrained position outputs within a given range of the unmanned sur-
face vehicles. In [82], collision avoidance problem is addressed by a dis-
tributed model predictive control with a relatively non-conservative com-
patibility constraint. In their design, the terminal set is a positively invariant
set with the tailored terminal controller and cost to guarantee the collision
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avoidance. Artificial potential functions, nonlinear tracking differentiators
and a backstepping technique are employed into an observer-based coopera-
tive time-varying formation maneuvering control in [83] to support collision
avoidance among all autonomous surface vehicles without velocity measure-
ments. Inner circular region and outer circular region are designed for each
agent in [84] to construct collision avoidance controller. The potential func-
tion is chosen to meet the requirements formed by these two circular regions
to prevent possible collision among the agents. A distributed containment
control algorithm is developed based on a close-range omnidirectional rela-
tive distance sensor and the potential functions methodology to enhance the
collision-avoidance capacity of all satellites in [85]. In [86], the model pre-
dictive control approach is employed into formation controller with delayed
communication among networked mobile robots.

Adaptive technology is equipped in more and more formation control
strategies to enable multi-agent systems to better adapt to the external envi-
ronments and complete the predefined tasks, such as formation, tracking and
maintaining former formation. In [43], an adaptive controller is developed by
using the image information form an uncalibrated perspective camera, which
is located at any position and orientation on the follower agent. An adap-
tive programming and internal mode principle are used in [87] to deal with
leader-follower multi-agent systems. The states of followers are unknown
and the leader of the whole system is a perturbed exosystem. Local relative
information from agent’s neighbors is employed to build an adaptive prac-
tical time-varying output formation tracking protocol in [88]. An adaptive
fuzzy logic system is introduced to estimate the mismatched uncertainties of
the agents. Fully adaptive practical time-varying output formation tracking
issues of high-order nonlinear stochastic multi-agent systems with multiple
leaders are addressed by this formation tracking problem. In [89], an adap-
tive self-organizing map neural network approach is proposed to balance the
execution workload of multiple AUVs. In the system, formation is treated
as a distributed leader-follow structure-like, however, leaders and followers
are not strictly determined. An adaptive distributed control scheme is con-
structed in [90] to guide the leaders into the predefined formation in finite
time, while an adaptive controller is designed to keep followers maintain-
ing the property distance and orientation from their leaders with the absence
of unavailable inputs of their leaders. Backstepping technology is applied
in a distributed adaptive controller in [91] for a kind of networked systems,
which are consisted by various nonlinear subsystems with unknown param-
eters and non-identical nonlinear dynamics.

Agents in the multi-agent systems are often expressed as dots, circles or
rectangular [56], [70], [74], [92], [93]. However, many practical agents have
a long and narrow shape. Given the same length and width, the ellipse has
a smaller area and smooth curve than that of rectangular shape. It is more
appropriate to choose the ellipse shape to define a real agent. In [94], [95],
potential function and goal function are employed to drive a group of el-
liptical agents to track predefined trajectories. A novel algorithm based on
Minkowski sums and linear approximations for real-time obstacle avoidance
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among elliptical agents is proposed in [96].

1.3.2 Theoretical developments of event-triggered formation
control

Event-triggered control is a control method based on conditional sampling,
which is also known as Lebesgue sampling [97]. The event-triggered time
is determined by the designed conditions, which is different from the time-
triggered method, that is controlled by the clock cycle. From the perspective
of system resource utilization, the traditional control scheme applied time-
triggered condition is conservative. For example, we can use the system
state in previous moment instead of the system state in current moment at
two adjacent sampling moments, when the amplitude of the change in the
system signal is extremely gentle, which leads the system state at adjacent
moments is almost the same. However, under the time-triggered sampling
control framework, the setting of the sampling period always needs to con-
sider the worst-case scenario. The time interval should be designed to adapt
to the scene with the most drastic signal change. The prior design of the up-
per and lower limits of the sampling period takes into account the need to
meet the performance index requirements of the system’s prior design. The
sampling period must be preset according to the signal processing frequency
bandwidth that the system can carry. However, the pre-designed sampling
period in this way is not most suitable in all time periods. Redundancy may
occur during time intervals that do not require that much sampling opera-
tions, which will lead the waste of the communication and computing re-
sources and the system energy. To address this issue, event-triggered control
scheme is put forward and developed fast.

Event-triggered approach is studied from [97]. In this research, event-
triggered control strategy is proposed for some first-order systems. The re-
searcher also compare the control result from event-triggered controller with
the closed loop variance and sampling rate from periodic sampling. The ear-
liest research on distributed event-triggered control theory for multi-agent
systems started in 2009. In [98], an event-driven strategies for multi-agent
systems is developed. The event-triggered condition is constructed by the
ratio of a certain measurement error with respect to the norm of a function of
the state. Nowadays, research on multi-agent systems under even-triggered
control has been a lot of literature. The general classifications are as follows.

Research on system dynamics for event-triggered schemes can be divided
into study on first-order integrator networks [99]–[103], and study on second-
order integrator networks [7], [104]–[108], general linear systems [109]–[114]
and nonlinear systems [115]–[118]. In [100], event-triggered distributed sub-
gradient algorithms are developed for first-order discrete multi-agent sys-
tems to address convex optimization problems. Event-triggered scheme for
each agent is constructed based on its own state and its neighbors’ states.
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Agents update their status with a designed centralized event-triggered func-
tion. An event-based impulsive controller is proposed in [102] for the con-
sensus problems for single-integrator multi-agent systems. The trigger con-
dition is designed based on the states of the agents. The consensus prob-
lem for heterogeneous first-order multi-agent systems in [103]. The consen-
sus problem for second integrator multi-agent systems is solved in [104].
The controller for each agent is built relied on the state measurement error
among its neighboring agents. In [106], an event-triggered control scheme
is investigated to study the consensus of multiple second-order multi-agent
systems under a directed spanning tree, where data is sampled randomly
to reduce the communication load. The consensus study under undirected
topology for second integrator multi-agent systems is constructed in [108].
Edge event-triggered scheme is based on the information of the correspond-
ing two neighboring agents. General linear multi-agent systems are studied
in the following literature. In [110], a dynamic compensator for each agent
is introduced into the consensus controller to achieve output consensus for
heterogeneous linear multi-agent systems. A decentralized event-triggered
containment control strategy is investigated in [113] for heterogeneous linear
multi-agent systems based on neighboring information. Exponential consen-
sus problem of general linear multi-agent systems is addressed in [114], in
which agents can only receive their neighbors’ information only at their own
triggering time instants. The controller for nonlinear multi-agent systems
is researched in [115], [117]. In [115], a piecewise continuous control pro-
tocol combined with event-triggering function is proposed, while an event-
triggered sampling control scheme with limited communication capability is
studied in [117].

Research on topology for event-triggered schemes can be divided into
directed topology [99], [101], [104]–[107], [114], [117] and undirected topol-
ogy [100], [102], [103], [108]–[112], [115]. Classify by triggered type, event-
triggered schemes for multi-agent systems can be divided into two cate-
gories: static trigger condition[119]–[121] and dynamic trigger condition [122],
[123]. Static trigger condition methods include state-dependent trigger con-
dition [124]–[126], time-dependent trigger condition [127]–[129] and integral-
type trigger condition [121], [130]. Based on the measurement error, event-
triggered multi-agent systems can be classified into continuous detection
[121], [131], [132] and period detection [111], [126], [130] in which it can
divide into synchronize detection [133], [134] and asynchronous detection
[135]–[137]. The event-triggered control strategies can be also divided into
point-state measurement(absolute state information measurement) [137], [138]
and edge-state measurement(relative state information measurement) [108],
[133] relying on status information measurement.

As a novel sampling sampling method, there are still a lot of issues that
can be studied in the research of event-triggered distributed control scheme.
We can explore the design of various practical event-triggered functions,
consider more complex control objectives, study the flocking and formation
problems of multi-agent systems. More complex controllers can be used to
combine with event-trigger scheme, such as various types of output feedback
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dynamic controllers, sliding mode controllers, nonlinear observers, back-
stepping controllers, and active disturbance rejection controllers. More com-
plex system dynamics models and network communication topology models
can be considered, such as systems with switching dynamics, connectivity
maintenance of the topology graph, high-order systems and etc. We can also
develop event-trigger control approach in the view of performance analy-
sis of distributed system, such as considering the robust performance, H∞
performance, distributed optimization, and etc. The security issue is also a
potential research direction in the event-sampling scheme of multiple agents
systems. All of the above-mentioned extensions are theoretical work worthy
of study. Moreover, the applications of event-triggered distributed control
strategy should be investigated which can be applied in the piratical sce-
narios. The control schemes for multiple spacecrafts, AUVs, UAVs, and au-
tonomous surface vehicles should be studied for enhancing the efficiency of
practical systems.

1.3.3 Reconfiguration strategy of multi-agent systems

Reconfiguration ability is an essential feature of multi-agent systems because
it links to the problem of how many types of formations can be formed and
transformed. In order to build the reconfiguration ability of multi-agent sys-
tems, reconfiguration strategies should be employed to drive the systems to
construct different shapes of formation.

There is a lot of research on reconfiguration strategy for multiple agents
[139]–[145]. In [139], a distributed cascade robust feedback control scheme
is built to drive a group of unmanned air vehicles which are vertical takeoff
and landing to achieve the specific formation and reconfigured formation.
The whole system is based on dynamic undirected communication network.
The method based on coalition game theory and flocking-based formation
maintenance mechanism is developed to solve the reconfiguration problem
among multiple robots when they encounter obstacles in unknown environ-
ment in [140]. The problem of unsymmetrical formation reconfiguration and
docking of multiple spacecrafts is studied in [141]. The compound optimal
control is employed to deal with this problem with the total control effort
and docking time, which are linked to the total fuel usage and electronic
resources. In [142], a symplectic penalty iteration algorithm is proposed to
achieve the optimal control for a group of spacecrafts, who have loose con-
struction, with minimum energy consumption. In the algorithm, penalty
functions are introduced to make sure the collision avoidance among space-
crafts. A continuous/impulsive linear quadratic regulator is constructed in
[143]. It is used to design an optimal control scheme, which combines contin-
uous Lorentz force actuation and impulsive thrusting, for spacecraft forma-
tion reconfiguration. Two-stage reconfiguration strategy is studied in [144],
[145] for multiple aircrafts. The special designated formation in [144] is ob-
tained based on the reconfiguration energy consumption. The special desig-
nated formation in [145], on the other hand, has the feature that the expected
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value of the reconfiguration time based on acceleration controller is mini-
mized.

Reconfiguration of multi-agent systems technology is introduced to many
engineering fields. The power distributed systems employ the reconfigura-
tion scheme to solve outage problems and execution faults [146], [147], min-
imize active power loss and maximize voltage magnitude [148], [149], en-
hance voltage stability and load balancing [150], [151]. Spacecraft swarms
can use the formation reconfiguration strategy to increase reliability and sur-
vivability, reduce system cost and risks, enhance mission flexibility [141]–
[143], [152]. By applying reconfiguration technique into AUV swarms and
UAV swarms, systems can enhance mission reliability and adaptability to
changing mission requirements and decrease production and maintenance
costs, which will lead to leading to technological and economic benefits [139],
[153]–[155]. To address the severe faults, avoid surrounded obstacles, execute
target detection and enclosing, reconfiguration strategies should be devel-
oped in multi-robot systems [140], [156]–[158].

1.4 Structure of thesis

Based on the above research motivations, collision-free formation control al-
gorithms for a group of elliptical agents and the reconfiguration strategy for
multi-agent systems are studied in this thesis. For collision-free formation
control algorithms, we propose time-triggered method and event-triggered
method for multiple elliptical agents to meet the practical requirements. The
two-stage reconfiguration strategy for multiple agents is developed to achieve
formation transition. The rest of this thesis is organised as follows.

In Chapter 2, a control algorithm, which is used to drive a group of el-
liptical agents to a predefined formation based on a reference formation, is
proposed. The new technique is developed to achieve the objective included
searching algorithms for finding minimum distance and tangents between
two elliptical agents, which are used by the control algorithm. Communica-
tion among the agents is limited, and only identities of each agent and the
mapping decision for them are transmitted. Random mapping algorithm is
also presented to obtain optimal mapping decision for the whole group, in
which a reference mapping is employed to provide displacements. The opti-
mal mapping in each execution term can be obtained based on the sum of dis-
tances from current positions of all elliptical agents to their desired positions.
Collision avoidance algorithm based on collision angles between tangents,
which are between agents, is used to prevent collision among agents. By
judging whether there is a possibility of collision between individual agent
and the agents in its avoidance group, individual agent will make decision
if it will update its control input or not. The self-center-based rotation algo-
rithm for each agent is designed to further improve the collision avoidance.
The simulations of fixed mapping and random mapping algorithm are given
to demonstrate the feasibility and effectiveness of the new control design
scheme.
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In Chapter 3, an adaptive formation control strategy, which is used to
enable a group of elliptical agents to achieve predefined formation is estab-
lished. The control input of each agent is based on the displacements be-
tween the agent and its neighboring agents. To build the collision-free con-
trol strategy, the avoidance group of each agent based on the avoidance range
and minimum distances among elliptical agents are employed. The adaptive
formation controller for individual agent is proposed based on its minimum
distance from the others, distance difference between its current position and
its desired position and the number of the agents in its avoidance group.
An adaptive random mapping algorithm is proposed for obtaining the op-
timal mapping decision. Different from the random mapping algorithm in
Chapter 2, the adaptive random mapping algorithm will choose the fixed el-
ements in the former optimal mappings to be regards as the elements in the
final optimal mapping instead of generating new mappings in each iteration.
Simulation results show the feasibility and effectiveness of the novel control
strategy.

In Chapter 4, an event-triggered control algorithm to drive a group of
elliptical agents in order to achieve a predefined formation is investigated.
The control input update for each agent is event-driven, depending on the
minimum collision time and deviation time of each agent. Each individual
agent has its own event sequence. It can receive the state and velocity infor-
mation of the others at the time when an event is triggered. The minimum
collision time for individual agent is calculated based on the position and
velocity of its nearest agent, while its deviation time means the moving time
of an agent leaving its destination if the agent moves along the current con-
trol direction. The probability-driven control law is developed to prevent the
stuck problem. The stuck problem for the group means that when the dis-
tance between agents is too close and their moving directions are crossed, the
control input with deterministic direction will lead the agents not to move or
move slowly. The probability-driven controller for each elliptical agent can
produce a velocity, which has a different orientation with its original one,
to bring agent out of dilemma. Also, adaptive algorithms of mapping and
angle rotation are proposed to enhance the performance of event-triggered
control algorithm. Mapping is updated based on the minimum distance of
distance to reach predefined formation. The rotation algorithm is employed
to expand the minimum collision distance among agents. Simulation results
of the event-triggered control algorithm and event-triggered adaptive con-
trol algorithm are given to demonstrate the feasibility and effectiveness of
the new control design scheme.

In Chapter 5, a two-stage reconfiguration strategy for a group of agents
is constructed. By applying the two-stage reconfiguration algorithm during
idle time, it can shorten the expected reconfiguration time when the next
command with formation changing is given. These agents are modeled as
dots, circles and ellipses to gradually approach the practical applications.
For dot agents, the two-stage reconfiguration strategy combined with the
random mapping algorithm is proposed to find the special formation during
idle time based on optimal mappings to predefined formation set. Agents
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can find their special formation by using the probability of each formation in
the predefined formation set. The two-stage reconfiguration scheme is im-
proved for circular agents and elliptical agents to deal with the overlapping
problem which may appear in the special formation by using the two-stage
reconfiguration strategy for dot agents. The simulations of the two-stage re-
configuration strategy are given to demonstrate the feasibility and effective-
ness of the new reconfiguration strategy.

Chapter 6 summarises the research findings and concludes the thesis.
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2 Collision-free formation control
for multiple elliptical agents

2.1 Introduction

In this chapter, a control scheme is investigated for a group of elliptical agents
to achieve a predefined formation. The agents are assumed to have the same
dynamics, and communication among the agents are limited. The desired
formation is realized based on the reference formation and the mapping de-
cision. In the control design, searching algorithms for both cases of minimum
distance and tangents are established for each agent and its neighbors. In or-
der to avoid collision, an optimal path planning algorithm based on collision
angles, and a self-center-based rotation algorithm are also proposed. More-
over, randomized method is used to provide the optimal mapping decision
for the underlying system.

In the current work, we consider agents as ellipses and investigate the
formation control for a group of agents. Agents are limited with their sens-
ing capability and restricted communication capability. They are equipped
with displacement sensors which can provide displacements between agents
and their neighbouring agents. The only data communication is the trans-
mission of identities of the individual agents and the mapping decision for
them. Moreover, agents are assumed to have the same dynamics and play
equal roles in the whole system, which is different with[159]–[161]. Different
from the work in [94], [95], this chapter focuses on driving a group of agents
to achieve a desired formation derived from the objective map. The objective
map is set well in advance and serves as a reference. Agents only organise
their formation based on the displacements in the objective map, but not the
specific points in the predefined map. The obstacle avoidance algorithm es-
tablished in this chapter is based on the optimal path planning by removing
the obstacle angles. These angles can be obtained by clamping tangents of
objective agents and their obstacle agents.

In this chapter, the main work is as follows. First, a new control scheme
is proposed to drive a group of elliptical agents to a predefined formation.
All agents are assumed to have the same form of control law and reference
formation. Only restricted communication among agents is allowed, and
they can send and receive identification numbers to and from other agents
in the system. The controller of each agent is established based on the mid-
point derived from their neighbourhood. Second, the predefined formation
is based on the displacements, which are obtained though a reference map-
ping. Agents can find their optimal mapping decisions based on the random
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mapping algorithm. During each sampling interval, several possible map-
pings are generated and the sums of distances with corresponding agents
under each possible mapping decision are calculated to be compared with
the others. The shortest one will be chosen to be the optimal formation in
the corresponding interval. Third, the collision among elliptical agents can
be avoided by choosing optimal path and removing obstacle angles. A self-
center-based rotation algorithm is also proposed to guarantee collision avoid-
ance when two agents approach to each other.

Notation. Throughout this chapter, Rm is an mth dimensional space of real
numbers. For operations defined on groups, A = {a1 a2 . . .}, B = {b1 b2 . . .},
we have C = A ∪ B = {c1 c2 . . .}, where c ∈ A or c ∈ B for any c ∈ C.
a! is factorial of a, which represents a× (a− 1)× . . .× 2× 1. The symbol | · |
represents the length of a vector. For any two points c and d,

−−→
(c, d) represents

the vector between c and d. For two vectors e and f , < e, f > represents
the angle between e and f . Matrices are assumed to be compatible for alge-
braic operations. If dimensions of matrices are not explicitly stated, they are
assumed to be compatible for algebraic operations.

2.2 Preliminaries

In our formation control problem, the agents are described as ellipses, and
the relevant formulas will be given.

2.2.1 Elliptical formula of agent shape

Consider the ith elliptical agent Ei ∈ R2 whose heading angle is φi ∈ R2,
centered at (xi0, yi0), the elliptical representation is

E : [x, y, 1]


cos2 φi

a2
i

+ sin2 φi
b2

i
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a2
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b2
i
− 1


x

y
1

 = 0, (2.1)

where, x and y are horizontal axis and vertical axis for the points on the
ellipse, respectively. The semi-major axis of the Ei is represented by ai, and bi
is the semi-minor axis with

A1 = xi0 cos φi + yi0 sin φi,
A2 = −xi0 sin φi + yi0 cos φi.

The set of points on Ei can be described below,

Pi = {pi = (xi, yi)|xi = ai cos θ cos φi − bi sin θ sin φi + xi0,
yi = ai cos θ sin φi + bi sin θ cos φi + yi0}, θ ∈ [0, 2π], (2.2)

where xi and yi denote the coordinate of the point on Ei, and θ is the corre-
sponding angle for each point.
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2.2.2 Minimum distance searching algorithm

This section presents the algorithm that calculates the minimum distance be-
tween two ellipses in a searching method. One objective of this chapter is to
find the optimal path such that a group of agents achieves a predefined for-
mation. The obstacle avoidance must be considered because of the shape of
each agent. Thus, it is necessary to calculate the minimum distances among
agents and the corresponding points. Also, the algorithm of calculating tan-
gents between elliptical agents, which will be given in next subsection, need
to be proposed to deal with the collision problem. The minimum distance
between two ellipses is given in Figure 2.1.

FIGURE 2.1: Minimum distance and tangents between two el-
lipses

The minimum distance searching algorithm is given below. Firstly, two
elliptical agent Ei and Ej centered at (xi0, yi0) and (xj0, yj0) with heading an-
gle φi and φj are defined respectively. The long axis and short axis are given
as ai, aj and bi, bj, respectively. Randomly pick two points pi and pj as initial
points on Ei and Ej. The corresponding angles can be written as θi and θj.
To find a minimum distance between Ei and Ej, parameter δ is employed to
change the angle θi and θj to find the optimal points for the minimum dis-
tance. The angle set can be expressed as

Θi = {θi − δ, θi, θi + δ},
Θj = {θj − δ, θj, θj + δ}. (2.3)

The minimum distance between two elliptical agents can be obtained by
comparison among distances of the points based on the angle set. In (2.3),
each angle set maps three points on one elliptical agent. Then the distances
between each point on Ei and other three points on Ej are calculated. The
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distance set in kth term can be expressed as follows,

Dk = {dk
1, dk

2, . . . , dk
9}

= {|pi − pj|, θi ∈ Θi, θj ∈ Θj},

and the minimum distance in the kth term can be expressed as

dk
min = min Dk

= min
θi∈Θi,θj∈Θj

|pi − pj|.

The values of relative angles can be returned as θk
imin and θk

jmin, respec-
tively. Then, compare the relative angles with Θi and Θj. If

θk
imin = θi,

θk
jmin = θj,

then the minimum distance between Ei and Ej is the distance between point
pi and pj. Otherwise, θi and θj will be assigned to θk

imin and θk
jmin, respec-

tively, and they will be the initial angles in next iteration. This algorithm
will continue to loop until the suitable angles θimin and θjmin are found. The
minimum distance between these two ellipses can be expressed as

dmin = |pi − pj|,

where pi and pj are obtained in (2.2), while θi = θimin and θj = θjmin.
The minimum distance searching algorithm is given follows.

Algorithm 1 Minimum distance searching algorithm
Input:

The coordinate of the center of agent Ei, pc
i = (xi0, yi0);

The coordinate of the center of agent Ej, pc
j = (xj0, yj0);

The long axis and short axis of agent Ei, ai and bi;

The long axis and short axis of agent Ej, aj and bj;

The heading angle of agent Ei, φi;

The heading angle of agent Ej, φj;
Output:

Find the minimum distance between agent Ei and Ej, dmin;
1: [dmin] = mindis(ai, bi, aj, bj, pc

i , pc
j , φi, φj);

2: Randomly generate starting angle θi, θi = 2× π × rand(1);
3: Randomly generate starting angle θj,θj = 2× π × rand(1),
4: δ = 1.8

π ;
5: Calculate the initial angle set Θi, Θi = {θi − δ, θi, θi + δ};
6: Calculate the initial angle set Θj, Θj = {θj − δ, θj, θj + δ};
7: Based on the angle in angle set Θi, the corresponding point on Ei can be

calculated by
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8:
9: for n=1:3 do

10: x1(n) = ai ∗ cos(Θi(n)) ∗ cos(φi)− bi ∗ sin(Θi(n)) ∗ sin(φi) + xi0;
11: y1(n) = ai ∗ cos(Θi(n)) ∗ sin(φi) + bi ∗ sin(Θi(n)) ∗ cos(φi) + yi0;
12: end for
13: Based on the angle in angle set Θj, the corresponding point on Ej can be

calculated by
14:
15: for n=1:3 do
16: x2(n) = aj ∗ cos(Θj(n)) ∗ cos(φj)− bj ∗ sin(Θj(n)) ∗ sin(φj) + xj0;
17: y2(n) = aj ∗ cos(Θj(n)) ∗ sin(φj) + bj ∗ sin(Θj(n)) ∗ cos(φj) + yj0;
18: end for
19: for n=1:3 do
20: for m=1:3 do
21: value(n, m) = |

√
(x1(n)− x2(m))2 + (y1(n)− y2(m))2|;

22: end for
23: end for
24: valuemin = min value;
25: if valuemin corresponds to Θi(2) and Θj(2) then
26: dmin = valuemin
27: else
28: θi and θj are valued as the corresponded angle based on valuemin
29: Find the minimum distance dmin until valuemin correspond to Θi(2)

and Θj(2);
30: end if

The flow chart of minimum distance searching algorithm is given in Fig-
ure 2.2.
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FIGURE 2.2: Flow chart of minimum distance searching algo-
rithm

2.2.3 Tangents searching algorithm

The collision avoidance algorithm in this chapter is based on removing col-
lision angles. Collision angles here mean the angles that are obtained by the
tangents from one agent to other agents in the way of its path, which is be-
tween the current position of this agent and its objective position. Hence, it
is important to find the tangents between two ellipses. Assume that Pi and
Pj as the set of all points on agent Ei and agent Ej separately, while pitan and
pjtan are corresponded to the specific points both on the ellipses and the tan-
gents between two ellipses. The points pitan and pjtan should satisfy one of
the following conditions:
If any pi ∈ Pi and pj ∈ Pj, then

Condition 1 S = {(pitan− pjtan)V1(pi− xjtan)
T ∪ (pitan− pjtan)V1(pj− pjtan)

T},
for any s1, s2 ∈ S, s1 × s2 ≥ 0

Condition 2 S = {(pitan− xjtan)V2(pi− pjtan)
T ∪ (pitan− pjtan)V2(pj− pjtan)

T},
for any s1, s2 ∈ S, s1 × s2 ≥ 0

Condition 3 S = {(pitan− pjtan)V1(pi− pjtan)
T ∪ (pitan− pjtan)V2(pj− pjtan)

T},
for any s1, s2 ∈ S, s1 × s2 ≥ 0

Condition 4 S = {(pitan− pjtan)V2(pi− pjtan)
T ∪ (pitan− pjtan)V1(pj− pjtan)

T},
for any s1, s2 ∈ S, s1 × s2 ≥ 0
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here, V1 =

[
0 −1
1 0

]
and V2 =

[
0 1
−1 0

]
.

Similar to the minimum distance searching algorithm, the tangents can
also be obtained by the searching algorithm. Parameter δ is employed to
vary the initial angles θin and θjn in Ei and Ej. The angle set can be defined as
Θi = {θin− δ, θin, θin + δ} and Θj = {θjn− δ, θjn, θjn + δ}. In each iteration,
three points on each ellipses will be found based on the angle set. Nine lines
between these relative points are defined as L : {(pi − pj), θi ∈ Θi, θj ∈ Θj}.
The line between unchanged points is called initial line lin. If lin satisfies one
of the condition, it can be seen as one of the possible tangents, while θi f inal =
θin and θj f inal = θjn. Otherwise, the points corresponded to the satisfied line
would be picked to enter another loop. The algorithm will terminate if all
corresponding lines are founded. The tangents searching algorithm under
condition 1 is given as follows:

Algorithm 2 Tangents searching algorithm under condition 1
Input:

The coordinate of the center of agent Ei, pc
i = (xi0, yi0);

The coordinate of the center of agent Ej, pc
j = (xj0, yj0);

The long axis and short axis of agent Ei, ai and bi;

The long axis and short axis of agent Ej, aj and bj;

The heading angle of agent Ei, φi;

The heading angle of agent Ej, φj;
Output:

Find the tangent points between agent Ei and Ej under condition 1,
pitan = (xitan, yitan) and pjtan = (xjtan, yjtan);

1: Randomly generate starting angle θin, θin = 2× π × rand(1);
2: Randomly generate starting angle θjn,θjn = 2× π × rand(1);
3: δ = 1.8

π ;
4: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

5: Calculate the initial angle set Θin, Θin = {θin − δ, θin, θin + δ};
6: Calculate the initial angle set Θjn, Θjn = {θjn − δ, θjn, θjn + δ};
7: Based on the angle in angle set Θi, the corresponding point on Ei can be

calculated by
8:
9: for n do=1:3

10: x1(n) = ai ∗ cos(Θin(n)) ∗ cos(φi)− bi ∗ sin(Θin(n)) ∗ sin(φi) + xi0;
11: y1(n) = ai ∗ cos(Θin(n)) ∗ sin(φi) + bi ∗ sin(Θin(n)) ∗ cos(φi) + yi0;
12: end for
13: Based on the angle in angle set Θj, the corresponding point on Ej can be

calculated by
14:
15: for n do=1:3
16: x2(n) = aj ∗ cos(Θjn(n)) ∗ cos(φj)− bj ∗ sin(Θjn(n)) ∗ sin(φj) + xj0;
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17: y2(n) = aj ∗ cos(Θjn(n)) ∗ sin(φj) + bj ∗ sin(Θjn(n)) ∗ cos(φj) + yj0;
18: end for
19: if check01([x1(2), y1(2)], [x2(2), y2(2)], [x1, y1], [x2, y2]) then
20: pitan = (x1(2), y1(2));
21: pjtan = (x2(2), y2(2));
22: else if check01([x1(1), y1(1)], [x2(1), y2(1)], [x1, y1], [x2, y2]) then
23: θin = Θin(1);
24: θjn = Θjn(1);
25: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

26: else if check01([x1(1), y1(1)], [x2(2), y2(2)], [x1, y1], [x2, y2]) then
27: θin = Θin(1);
28: θjn = Θjn(2);
29: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

30: else if check01([x1(1), y1(1)], [x2(3), y2(3)], [x1, y1], [x2, y2]) then
31: θin = Θin(1);
32: θjn = Θjn(3);
33: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

34: else if check01([x1(2), y1(2)], [x2(1), y2(1)], [x1, y1], [x2, y2]) then
35: θin = Θin(2);
36: θjn = Θjn(1);
37: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

38: else if check01([x1(2), y1(2)], [x2(3), y2(3)], [x1, y1], [x2, y2]) then
39: θin = Θin(2);
40: θjn = Θjn(3);
41: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

42: else if check01([x1(3), y1(3)], [x2(1), y2(1)], [x1, y1], [x2, y2]) then
43: θin = Θin(3);
44: θjn = Θjn(1);
45: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

46: else if check01([x1(3), y1(3)], [x2(2), y2(2)], [x1, y1], [x2, y2]) then
47: θin = Θin(3);
48: θjn = Θjn(2);
49: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn);

50: else if check01([x1(3), y1(3)], [x2(3), y2(3)], [x1, y1], [x2, y2]) then
51: θin = Θin(3);
52: θjn = Θjn(3);
53: [pitan, pjtan, θin, θjn] = tangent(ai, bi, aj, bj, pc

i , pc
j , φi, φj, θin, θjn).

54: end if

The checking algorithm under condition 1 is given in Algorithm 3.

Algorithm 3 Checking condition 1
Input:

The point for checking on Ei, pitan = (xitan, yitan);

The point for checking on Ej, pjtan = (xjtan, yjtan);

The long axis and short axis of Ei, ai and bi;
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The long axis and short axis of Ej, aj and bj;

The heading angles of Ei and Ej, φi and φj;
Output:

Find if the points for checking satisfy condition 1, true;
1: for n=1:3 do

2: value1(n) = (pitan − pjtan) ∗
[

0 1
−1 0

]
∗ ([x1(n), y1(n)]− pjtan)

T;

3: end for
4: for n=1:3 do

5: value1(n) = (pitan − pjtan) ∗
[

0 1
−1 0

]
∗ ([x2(n), y2(n)]− pjtan)

T;

6: end for
7: true = (∑ value1 < 0 == 0) and (∑ value2 < 0 == 0) ;

The flow chart of left tangent searching algorithm is shown in Figure 2.3,
and other three tangents searching methods are similar with tangents search-
ing algorithm of left tangent. Four tangents between two ellipses are given
in Figure 2.1.

No

Check 

Condition 1 

Yes

Yes Yes Yes

No No No No
. . .

kth term 

. . .

Yes

FIGURE 2.3: Flow chart of tangents searching algorithm under
Condition 1

2.3 Formation control design

2.3.1 Problem statement

The objective of this chapter is to drive the elliptical agents to the desired
formation based on the reference map. Assume that there are N robots in the
multi-agent system. The set of the agents is written as

E = {E1 E2 E3 . . . EN}. (2.4)
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The centering points of the individual agents are

Pc = {pc
1 pc

2 . . . pc
N}. (2.5)

The point set on the edge of the elliptical agents is defined as

P = {PE1 PE2 PE3 . . . PEN}. (2.6)

Each agent in the group is modeled in first-order dynamics. The centering
point of Ei can be represented as pc

i based on (2.5). Therefore, the dynamic of
agent Ei is defined as [

ṗc
i

φ̇i

]
=

[
ui
uφi

]
. (2.7)

The position control input vector for agent Ei is represented as ui = [uxi0 , uyi0 ],
while pc

i = [xi0, yi0] denotes the centering position of agent Ei. The heading
angle control input for agent Ei is represented as uφi , while φi denotes the
heading angle of agent Ei. The position control ui will be designed in Section
2.3.2, while the heading angle control uφi is obtained by the self-center-base
rotation algorithm in Section 2.3.5.

The following assumptions are imposed throughout the chapter to de-
velop our main results in sequel.

Assumption 1. All agents can move in any 2D directions.

Note that, by Assumption 1, there is no fixed direction towards which
agents are forced to move or rotate. Agent can move along the direction that
is planned by the mapping and collision avoidance algorithm without rota-
tion. Rotation control for agent is considered for collision avoidance among
agents, and an agent rotates by itself whenever it is too close to another agent.
In the process, heading angle φ has to be changed to enlarge the minimum
distance between two elliptical agents.

Regarding the sensing ability and avoidance range among agents, we in-
troduce the following assumption.

Assumption 2.
For any psen ∈ Psen, there is a corresponding pi ∈ Pi that satisfies

|pi − psen| ≤ Rsen.

For any pavo ∈ Pavo, there a is corresponding pi ∈ Pi that satisfies

|pi − pavo| ≤ Ravo.

The center of sensing area and avoidance area of agent Ei is represented by
pi, while psen and pavo represent the points on sensing ellipse and avoidance
ellipse respectively. The points set on sensing ellipse are represented as Psen,
while points set on avoidance ellipse are represented as Pavo. The radius of
sensing range and avoidance range are Rsen and Ravo, respectively. Notice
that Assumption 2 specifies the sensing ability and the avoidance range for



2.3. Formation control design 29

each agent. Displacement sensors on agents Ei and Ej have circular ranges,
which are centered at pi and pj, while pi and pj are distributed in the edge
of each agent. The sensing area and avoidance area are enclosed by oval
surface, as shown in Figure 2.4. Each agent has the same sensing range Rsen
and avoidance range Ravo. Based on E, Rsen and Ravo, agent could have its
own neighbourhood and avoidance group as,

Hi = {HE1(Rsen) HE2(Rsen) . . . },

HEi(Rsen) = {E
HEi (Rsen)

1 E
HEi (Rsen)

2 . . . }, (2.8)
Ai = {AE1(Ravo) AE2(Ravo) . . . },

AEi(Ravo) = {E
AEi (Ravo)

1 E
AEi (Ravo)

2 . . . }, (2.9)

where for p ∈ PEi , p′ ∈ PHEi (Rsen), if |p − p′| ≤ Rsen; for p ∈ PEi , p′ ∈
PAEi (Ravo), if |p− p′| ≤ Ravo. In Figure 2.4, for example, the neighbourhood set
of E1 is HE1(Rsen) = {E3, E4}, and its avoidance group is AE1(Ravo) = {E4}.

FIGURE 2.4: Formation setup

Assumption 3. For any pi ∈ Pi on agent Ei and any pj ∈ Pj on agent Ej, at the
initial time t0, the following condition holds

|pi − pj| ≥ ε,

where ε is a positive constant.

It can be seen from Assumption 3 that agents in the group cannot collide
with each other in initial state, while ε is big enough to guarantee the initial
distances among agents.

We also have the following assumption on the agents.
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Assumption 4. Agents can figure out the center of other agents, at least a portion
of which is within their sensing ranges.

This assumption implies that agents, that cannot be sensed as a whole by
agent Ei, can also be considered as the neighbouring agents of Ei and added
in NEi(Rsen) if at least a portion of them is within the sensing range.
Formation objective. Under Assumptions 1, 2, 3 and 4, for each agent, design
a control law ui, such that all agents can conform to the formation based on
the reference map F without collision with the rest of the agents in the group.
The reference map F is defined as

F = { f1 f2 . . . fn}, (2.10)

where f ′ ∈ R2 for any f ′ ∈ F. The set of displacements of fi is defined as F̄fi
based on F and is given as

F̄fi = { f
F̄fi
1 f

F̄fi
2 . . .},

where for any f ∈ F, f − fi ∈ F̄fi . This means that agents can achieve the de-
sired formation based on the relative displacements obtained from F, rather
than move to some fixed positions in the 2D space. In other words, we design
ui such that

lim
t→∞

(pc
i − pc

j ) = f
F̄fi
m 6= 0, (2.11)

where pc
i , pc

j ∈ Pc, f
F̄fi
m ∈ F̄fi , and 0 ≤ t0 ≤ t.

2.3.2 Controller design

In this section, a controller is proposed to ensure the establishment of the
desired formation. Using (2.10), reference map F can be mapped to agents
based on the displacements from their neighbourhood. The relative point of
agent Ei in F is represented as fi ∈ F. The controller for each agent is built
based on desired formation, excluding the interferences from collision avoid-
ance to another agents. The expectation point gi in the desired formation for
agent Ei should be obtained by its neighbourhood HEi(Rsen) and F. Based
on HEi(Rsen) and fi, controller on agent Ei generates a momentum ui under
which agent Ei is expected to gradually reach its desired position gi. For any
Ei ∈ E, the agent formation will become stable when ui = 0. The control of
each agent in the group is discussed in two situations below.

The controller of an agent with one neighbour is shown in Figure 2.5. It
is clear that HEi(Rsen) = {Ej}, and Oij is the midpoint between Ei and Ej
centred at pc

i , pc
j ∈ Pc, respectively. The relative points mapping in reference

formation F are fi and f j. The midpoint between them is O fij . The expectation
point for Ei in the objective map is gi. Without considering interferences from
outside, we have

−−−−−→
(O fij , Oij) =

−−−→
( fi, gi),

−−−−→
(O fij , fi) =

−−−−→
(Oij, gi), (2.12)
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where Oij =
pc

i +pc
j

2 , O fij =
fi+ f j

2 , which means that the length and center point
constituted by fi and f j is not changed in desired formation. According to
(11), controller on agent Ei generates a momentum under which agent Ei is
expected to gradually reach its desired position gi in the objective map. The
coordinate of gi = (xgi , ygi) can be found from

gi = fi +
−−−−−→
(O fij , Oij)

= fi + (Oij −O fij). (2.13)

The control momentum for Ei takes the form as

ui =
−−−−→
(pc

i , gi) = gi − pc
i . (2.14)

FIGURE 2.5: Agent with one neighbour

The second situation is when an agent has two or more neighbours. The
agent and its neighbours form an area instead of a line. In Figure 2.6, it can
be seen that the neighbourhood of Ei is HEi(Rsen) = {Ej, Ek}, which are
centered at pc

i , pc
j , pc

k ∈ Pc. The relative points in reference map F are rep-
resented by fi, f j and fk, respectively. Centers of these agents form a triangle

area, which has a center Oijk =
xc

i +xc
j+xc

k
3 . Correspondingly, the center of fi, f j

and fk is written as O fijk
=

fi+ f j+ fk
3 , while Oijk, O fijk

, pc
i and gi satisfy

−−−−−−→
(O fijk

, Oijk) =
−−−→
( fi, gi),

−−−−−→
(O fijk

, fi) =
−−−−−→
(Oijk, gi). (2.15)
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The coordinate of gi = (xgi , ygi) is given as

gi = fi +
−−−−−−→
(O fijk

, Oijk)

= fi + (Oijk −O fijk
). (2.16)

The control momentum for Ei is given as

ui =
−−−−→
(pc

i , gi) = gi − pc
i . (2.17)

Hence, based on (2.13) and (2.16), the desired position gi for agent Ei is
obtained by

gi = fi +
−−−−−→
(O fi , Oi)

= fi + (Oi −O fi). (2.18)

The general control momentum for agent Ei is proposed as

ui =
−−−−→
(pc

i , gi) = gi − pc
i , (2.19)

where O fi and Oi are derived from HEi(Rsen) and F.

FIGURE 2.6: Controller for agent with two or more neighbours

It can be seen in (2.18) that target position for each agent is obtained from
the relative position in reference formation and midpoint of the area consti-
tuted by the agent and its neighbours. Meanwhile, the controller for each
agent is designed based on target position and its own location.

2.3.3 Random mapping algorithm

To find the optimal mapping for each agent, a random mapping algorithm
is built to optimize mapping decisions for the agents. The relative position
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fi for agent Ei can be found from the random mapping algorithm to obtain
desired position gi of Ei. The random mapping algorithm will be given in
following steps. In the kth iteration of the operation of whole algorithm, η
mapping decisions are generated randomly, and can be defined as

Rk = {rk
1 rk

2 . . . rk
η},

rk
s = {rk

s(E1) rk
s(E2) . . . rk

s(En)}, 1 ≤ s ≤ η. (2.20)

Here, Rk is the set of the generated mapping decisions, in which rk
s is sth

mapping decision. The element in rk
s corresponds to agents in the reference

map. The mapping pool in the kth iteration is

Mk = {Rk rk−1
op }, (2.21)

where rk−1
op is the optimal mapping decision in the (k − 1)th iteration. The

spacings between agents and mapping positions are calculated based on rk
s .

The sum of corresponding distances set Lk in the kth term can be written as

Lk = {Lk
1 Lk

2 . . . Lk
η+1},

Lk
s = ∑

1≤i≤N
|pc

i − gk
s(Ei)|, 1 ≤ s ≤ η + 1. (2.22)

In (2.22), Lk
s is the sum of distances between agents’ current positions and

their desired positions based on rk
s . The desired position for agent Ei in sth

mapping decision is represented by gk
s(Ei) that can be calculated by (2.18).

Based on (2.5) and (2.22), the sum of distances of the agents is obtained and
compared. Optimal mapping decision rk

op is the mapping decision corre-
sponding to minimum component in Lk. This mapping algorithm will be
terminated when desired formation establishes. Algorithm 4 illustrates the
random mapping algorithm.

Algorithm 4 Random mapping algorithm in the kth iteration
Input:

The current positions of the group of elliptical agents in the k− 1th
iteration, Pc = {pc

1 pc
2 · · · pc

n};
The optimal mapping in the k− 1th iteration, rk−1

op ;
Output:

Find the optimal mapping in the kth iteration, rk
op;

1: Generate η mappings randomly, Rk = {rk
1 rk

2 · · · rk
η};

2: Set up the mapping set Mk = {Rk rk−1
op };

3: Calculate the corresponding desired positions based on Mk, the desired
position of agent Ei gk

s(Ei) based on the sth mapping in Mk;
4: Calculate the sum of corresponding distances set in the kth based on the

mapping in Mk;
5: Lk

s = ∑16i6N |pc
i − gk

s(Ei)|, 1 6 s 6 η + 1;
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6: Find the minimum value from Lk = {Lk
1 Lk

2 · · · Lk
η+1};

7: The optimal mapping in the kth iteration rk
op is obtained based on the

minimum value of Lk.

The flow chart of the mapping algorithm is shown in Figure 2.7.

Find optimal 

mapping in 

this term

Constitute 

mapping pool 

Obtain spacing 

set based on 

mapping pool

kth term

(k+1)th term

FIGURE 2.7: Random mapping algorithm

Remark 1. It should be emphasized that the more random mappings are selected
in each updated iteration, the less iterations is required to find the global optimal
mapping decision. Here, global optimal mapping decision represents the optimal
mapping decision of all possible mappings. Assume there are n agents in the sys-
tem. The number of possible mapping is given as n!. The probability of the optimal
mapping decision to be found by one selection is 1

n! . When η random mappings are
selected in one term, the probability of choosing the optimal mapping decision be-
comes η × 1

n! . When η increases, the convergence rate to achieve the global optimal
mapping decision becomes larger.

2.3.4 Collision avoidance algorithm

The collision avoidance is used to ensure that agents can move to the de-
sired position without any collision, causing by the sizes of agents. In this
section, a collision avoidance algorithm for elliptical agents is proposed. The
algorithm is based on the avoidance group of each agent and avoidance an-
gles. Here, avoidance group of an agent is the agent set of other agents in
the group within its avoidance range. Collision angles represent the angles
between two insect tangents of agent and agents within its avoidance group.
Tangents among each agent can be obtained based on the tangents searching
algorithm given in Section 2.3.

For an agent Ei ∈ E, its avoidance range AEi(Ravo) is defined in (2.9).
Let Ej ∈ AEi(Ravo). The intersect tangents between Ei and Ej are lij

2 and lij
3 ,

respectively. Tangent points on each agent are denoted by plij
2

i , plij
3

i , plij
2

j and plij
3

j ,
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respectively. Then, the vectors of these two tangents are defined as
−−−−−→
(plij

2
i , plij

2
j )

and
−−−−−→
(plij

3
i , plij

3
j ). It follows that the collision angle between these two tangents

is

ψij =<

−−−−−→
(plij

2
i , plij

2
j ),
−−−−−→
(plij

3
i , plij

3
j ) >

= arccos(
(p

lij2
j −p

lij2
i )·(p

lij3
j −p

lij3
i )

|p
lij2
j −p

lij2
i ||p

lij3
j −p

lij3
i |

). (2.23)

The avoidance angle set for Ei is obtained as

Ψi = {ψij, Ej ∈ AEi(Ravo)}. (2.24)

Then the angle of initial control monument ui obtained in (2.19) should be
checked with Ψi. First, for any Ej ∈ AEi(Ravo), midline between two intersect
tangents need to be calculated as follow,

mij =

−−−−−→
(plij

2
i , plij

2
j )

|(plij
2

i , plij
2

j )|
+

−−−−−→
(plij

3
i , plij

3
j )

|(plij
3

i , plij
3

j )|
. (2.25)

The set of midline of Ei based on AEi(Ravo) and Ψi is written as

Mi = {mij, Ej ∈ AEi(Ravo)}. (2.26)

The angles between ui and mij ∈ Mi can be worked out as

ϕij = < ui, mij >

= arccos(
ui ·mij

|ui||mij|
). (2.27)

The set of ϕij is given as

Ωi = {ϕij, Ej ∈ AEi(Ravo)}. (2.28)

To correct the control momentum ui based on collision avoidance, the com-
parison between

ψij
2 and ϕij ∈ Ωi has to be given. If all ϕij ≥

ψij
2 , ϕij ∈ Ωi,

ψij ∈ Ψi, this means the moving direction of Ei is out of the possible avoid-
ance areas which are constituted by intersect tangents, and the agent can
move based on ui. The desired position gi in (2.18) will not be changed. If
there is ϕij <

ψij
2 , ϕij ∈ Ωi, ψij ∈ Ψi, then control monument ui will move

through possible avoidance area. In this situation, to avoid possible colli-
sion between agents, center Oi in (2.18) has to be changed. The desired posi-
tion for Ei has to be changed based on Oi, and a modified control algorithm
should be given. The changing gi of agent Ei is represented by gd

i , and the
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modified control monument is represented by ud
i . To find ud

i , the minimum
angle between ui and tangents of Ei is given as

ϑi = min < ui,
−−−−−→
(p

lij
k

i , p
lij
k

j ) >, (2.29)

where k = 2, 3, and Ej satisfies ϕij <
ψij
2 . The corresponding angle of control

momentum for Ei is changed to the angle of vector
−−−−−→
(p

lil
k

i , p
lil
k

l ), which corre-

sponds to ϑi. Here, p
lil
k

l is with respect to the agent El based on ϑi. The value
of k corresponds to ϑi. The length of control vector ud

i is given as

|ud
i | = ξ(dmin

il − dstop), (2.30)

where dmin
il is the minimum distance between Ei and El, which can be ob-

tained by minimum distance searching algorithm in Section 2.2, while ξ is a
positive coefficient, and 0 < ξ ≤ 1. A default distance dstop is given in order
to prevent collision further. Agents will stop moving when their minimum
distance dil

min ≤ dstop. Based on (2.19), (2.29) and (2.30), the developed control
monument can be formed as

ud
i = |ud

i |
(p

lil
k

i , p
lil
k

l )

|(p
lil
k

i , p
lil
k

l )|
, (2.31)

while agent El and k are corresponding to ϑi. The changed desired position
gd

i for Ei can be formed as

gd
i = pc

i + ud
i . (2.32)

Remark 2. According to (2.30), ξ is relevant to the length of ud
i , which leads to the

moving distance that an agent intends to go. Agent El is the nearest to Ei in the

direction ui, and El also travels among
−−−−−→
(p

lil
k

l , p
lil
k

i ). To avoid collision between agents
Ei and El, the distance dil should be ensured to be smaller than dmin

il , while dil is the
sum of the distance, which Ei and El travel, projected onto the direction of dmin

il . In
(2.30), ξ and dstop are used to avoid collision among agents, while dil

min − dstop is
defined as the safety distance between agents Ei and Ej. It can be seen from (2.30)
that

dil = |ud
i | × αi + |ud

l | × αl, (2.33)

where

αi =< ud
i , dmin

il >= arccos(
ud

i · dmin
il

|ud
i ||dmin

il |
),

αl =< ud
l , dmin

li >= arccos(
ud

l · d
min
li

|ud
l ||d

min
li |

).
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It is clear that, |dmin
il | = |d

min
li |. To avoid the collision between agent Ei and El, the

travel distance dil should be satisfied

dil < dmin
il − dstop, (2.34)

which is

ξ(dmin
il − dstop)× αi + ξ(dmin

il − dstop)× αl < dmin
il − dstop. (2.35)

It can be seen that when ξ satisfies

0 < ξ < min{ 0.5
cos αi

,
0.5

cos αl
}, (2.36)

there will be no collision between agents Ei and El. The value of angle ψil between
two insect tangents between Ei and El satisfies ψil ∈ (0, π), and dmin

il crosses by the
area between two insect tangents, as seen in Figure 2.2, thus αi satisfies αi ∈ (0, π

2 ),
and αl satisfies αl ∈ (0, π

2 ). Substituting αi ∈ (0, π
2 ) and αl ∈ (0, π

2 ) into (2.36),
we have that when 0 < ξ ≤ 0.5, agents Ei and El will never collide each other.

In this section, the collision avoidance algorithm is developed to guaran-
tee the agents can go to the desired formation without any collisions. The
key of this algorithm is to find an optimal path by removing the possible col-
lision areas on the path of each agent based on collision angles. The collision
avoidance algorithm is given in Algorithm 5.

Algorithm 5 The collision avoidance algorithm
Input:

The intersection tangents information from tangent searching algo-
rithm, lij

2 and lij
3 , while Ei ∈ E, Ej ∈ E;

The avoidance range of each agent, AEi(Ravo), Ei ∈ E;

The minimum distance set between each agent, dmin
ij , Ei ∈ E, Ej ∈ E;

The original control input of each agent, ui, Ei ∈ E;

The constant parameter, dstop;
Output:

The updated control law of the elliptical agents, ud
i , Ei ∈ E;

1: for i=1:N do
2: Calculate the angle between two intersection ψij, where Ej ∈ AEN(Ravo);
3: Set up the angle set of ψij, Ψi;

4: Calculate the midline mij between lij
2 and lij

3 ;
5: Calculate the angle ϕij between mij and ui;
6: Set up the angle set of ϕij, Ωi;
7: Compare the elements in Ψn and Ωi;
8: if all ϕij ∈ Ωi ≥

ψij
2 then

9: ud
i = ui;

10: else
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11: Find the minimum angle between ui and the tangents of EN;

12: ϑn = min < ui,
−−−−−→
(p

lil
k

i , p
lil
k

l ) >, where El ∈ AEi(Ravo), and k = 1, 2;
13: |ud

i | = ξ(dmin
il − dstop);

14: ud
i = |ud

i |
(p

lilk
i ,p

lilk
l )

|(p
lilk
i ,p

lilk
l )|

;

15: end if
16: end for

The flow chart of collision avoidance algorithm is shown in Figure 2.8.
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(18) (30)

FIGURE 2.8: Collision avoidance algorithm

2.3.5 Self-center-based rotation algorithm

In order to further avoid collision among agents, an algorithm of self-center-
based rotation is proposed. It is a direct way to increase the minimum dis-
tance among agents to reduce the probability of collision. The algorithm can
be summarized as follows. For agent Ei, the heading angle φi is changed
based on the agent Ej, which is closest to Ei. The self-center-based rotation
algorithm is given as follows:

(i) The heading angle of agents Ei and Ej are represented as φi and φj. Let
φ′i = φi + γ, φ′′i = φi − γ. γ here is a positive coefficient, and we take a
value of γ = 1o;

(ii) Calculate the minimum distance based on corresponding heading an-
gles, where dmin

ij represents the minimum distance between agents with
φi and φj; d′min

ij represents the minimum distance between agents with
φ′i and φj; And d′′min

ij represents the minimum distance between agents
with φ′′i and φj based on Section 2.2; and
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(iii) Compare dmin
ij , d′min

ij and d′′min
ij . Let φi, which is corresponding to the

maximum distance, be the new direction of the elliptical agent.

The flow chart of the self-rotation algorithm is shown in Figure 2.9.
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distance 

Yes

No

Yes

No

Yes

FIGURE 2.9: Self-rotation algorithm

2.3.6 Formation control for multiple elliptical agents without
collision

The formation control strategy combined with collision avoidance algorithm
for N elliptical agents is proposed in this section. The whole formation con-
trol strategy is given in Algorithm 6.

Algorithm 6 Formation control strategy with collision avoidance
Input:

The initial positions of the whole group, Pc;

The long axis set and short axis set of each agent, AA = {a1 a2 · · · aN}
and BB = {b1 b2 · · · bN};
The heading angle of each agent, φ = {φ1 φ2 · · · φn};
The predefined formation, F = { f1 f2 · · · fN};
The initial optimal mapping, r0

op;

The sensing range of each elliptical agent, Rsen = {R1
sen R2

sen · · · RN
sen};
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The avoidance range of each elliptical agent, Rsen = {R1
avo R2

avo · · · RN
avo};

The constant parameter, dstop;
Output:

Achieve the desired formation which has the same displacements
with F.

1: for t=1:100000000 do
2: Calculate the minimum distance among the elliptical agents;
3: for i=1:N do
4: for j=1:N do
5: [Dt(i, j)] = mindis(AA(i), BB(i), AA(j), BB(j), Pc(i, :), Pc(j, :), φ(i), φ(j));
6: end for
7: end for
8: Find the optimal mapping in tth term;
9: [rt

op] = Randommapping(Pc, rt−1
op );

10: Calculate the controller of each elliptical agent;
11: Using Rsen find the neighboring group of each agent, H = {H1 H2 · · ·HN};
12: for i=1:N do
13: The desired position of Ei is obtained by gt

i = F(rt
op(i))+

pc
i +Hi

length(Hi)
−

F(rt
op(i))+F(rt

op(Hi))

length(Hi)
;

14: The controller ut
i of Ei is calculated;

15: ut
i = gt

i − pc
i ;

16: end for
17: Start the collision avoidance algorithm;
18: for i=1:n do
19: Using Ravo find the neighboring group of each agent, A = {A1 A2 · · · AN};
20: Calculate the tangents of Ei;
21: [li

1, li
2] = tangent(pitan, pjtan, AA(i), BB(i), φi, AA(j), BB(j), φj));

22: [ud
i ] = avo(A(i), li

1, li
2, ui, dstop, dmin

ij );

23: pc
i = pc

i + ud
i ;

24: end for
25: Using self-center-based rotation algorithm to make sure the minimum

distance among the elliptical agents;
26: if Displacements among the elliptical agents in their current positions
− Displacements among the elliptical agents in F=0 then

27: break;
28: end if
29: end for

Though the formation control strategy with collision avoidance algorithm,
we can drive the group of agents to our desired formation in any space based
on the predefined formation.

2.4 Simulation examples

In this section, simulation results are given to illustrate the effectiveness of
the proposed algorithms. It is assumed that five elliptical agents are equipped
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with displacement sensors of the same limited sensing range and dynam-
ics. These five agents have different shape properties. The sensing range is
Rsen = 9, and the avoidance range is Ravo = 5. Neighbourhood and avoid-
ance group of each agent can obtained based on Rsen and Ravo. Parameter δ
in minimum distance searching algorithm and tangents searching algorithm
is given as 0.01. The team operates with limited communication ability, and
agents can only send identities and mapping decision to each other. The co-
efficients in (2.30) are given as ξ = 0.3, and dstop = 0.1. In the first two exam-
ples, five elliptical agents are employed, and the properties of these agents
are given as,[

a1
b1

]
=

[
5
3

]
,
[

a2
b2

]
=

[
6
4

]
,
[

a3
b3

]
=

[
4
2

]
,
[

a4
b4

]
=

[
6
3

]
,
[

a5
b5

]
=

[
7
4

]
.

The initial positions and heading angles for agents arex10
y10
φ1

 =

 3
−2
0◦

 ,

x20
y20
φ2

 =

 11
10
37◦

 ,

x30
y30
φ3

 =

 2
12

111◦

 ,

x40
y40
φ4

 =

 −7
−10
154◦

 ,

x50
y50
φ5

 =

−12
4

97◦

 .

The objective map is F = { f1 f2 . . . fN}, where

f1 =

[
−10

8

]
, f2 =

[
0
8

]
, f3 =

[
10
8

]
, f4 =

[
−6
−4

]
, f5 =

[
6
−4

]
.

The set up of the first two simulation examples is: i) to illustrate collision
avoidance algorithm and self-rotation algorithm, a fixed displacement is em-
ployed; and ii) to further enhance the effectiveness of control scheme in this
article, random mapping algorithm is developed.

Example 1 A fixed mapping decision is illustrated in this example. The
mapping decision is given as Fopt = {3 1 2 5 4}, in which elements
represent the identities in F. Figure 2.10 shows the trajectories of each ellip-
tical agent in the group based on Fopt. For the legend ∗ used in Figure 2.10,
it denotes a number that is the identity of an elliptical agent. The legend 4
used in Figure 2.10, denotes the initial position of each agent. Changes in
minimum distance and heading angle of each agent in the group are shown
in Figures 2.11 and 2.12, respectively. The misalignment between the tem-
porary formation and desired formation is displayed in Figure 2.13. The
curve of the distance between temporary formation and desired formation
approaches to 0, uniformly, even though the distance increases in some mo-
ments due to the collision avoidance. It can be seen from Figures 2.10-2.13
that there is no collision between any two agents. Moreover, all the agents
are driven to the desired formation based on reference map F, even though
they have to take some extra effort to avoid collision. The control signals of
each agent are shown in Figure 2.14 and Figure 2.15.

Example 2 In this example, random mapping algorithm is used to find
optimal mapping decision for each agent. In this algorithm, an initial map-
ping decision is proposed first. This mapping decision is given as Fopt =
{3 1 2 5 4}. It is assumed that 5 mapping decisions are generated per
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FIGURE 2.10: Trajectories of five elliptical agents
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FIGURE 2.11: Changes in minimum distance of each elliptical
agent
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round. Figure 2.16 shows the trajectories of each elliptical agent in the group
based on F. The final formation has the same displacements with refer-
ence formation F. It can be seen that agents move to the desired positions,
which are close to them. Changes in minimum distance and heading an-
gle of each agent in the group are shown in Figures 2.17 and 2.18, respec-
tively. The control signals for five agents are given in Figure 2.20 and Figure
2.21. It can be seen that the heading angle change of each agent in Figure
2.12 is greater than that in Figure 2.17. This is due to the number of execu-
tion rounds. More rounds lead to a bigger change in the heading angle of
each elliptical agent. Figure 2.19 displays the misalignment between tempo-
rary formation and desired formation. Different from Figure 2.13, the curve
of the distance between temporary formation and desired formation drops
sharply over a period time, due to the search for the optimal mapping de-
cision. It is clearly observed from Figures 2.16-2.19 that there is no collision
between any two agents. Moreover, all the agents are driven to the desired
formation nicely. According to Figure 2.19 and Figure 2.20, it can be seen
that the control signals are smoother when all agents are far from their de-
sired positions, and the curves become jagged when they approach the final
positions in search of a more precise formation. The communication times
in each iteration of the whole system are shown in Figure 2.21. It can be
seen that the communication among agents only happens when the map-
ping decision is changed, and only identification numbers of agents and the
updated mapping decision are changed. The bandwidth can be obtained as
B = Communication times/Time. In our simulation, the maximum commu-
nication times is 10. The bandwidth is 1 Communication times/Time.

FIGURE 2.16: Trajectories of five elliptical agents

Example 3 In this example, 10 elliptical agents are employed to expand
the multiple elliptical agents group. The feasibility, flexible and efficiency
of the formation control strategy are illustrated in the following simulation.
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First, the initial positions and heading angles of these 10 elliptical agents are
given as follows.x10

y10
φ1

 =

 3
−2
0◦

 ,

x20
y20
φ2

 =

 11
10
37◦

 ,

x30
y30
φ3

 =

 2
15

111◦

 ,

x40
y40
φ4

 =

 −7
−10
154◦

 ,

x50
y50
φ5

 =

−12
4

97◦

 ,

x60
y60
φ6

 =

−12
15
20◦

 ,

x70
y70
φ7

 =

 5
−10
45◦

 ,

x80
y80
φ8

 =

 12
−2
45◦

 ,

x90
y90
φ9

 =

−13
−11
0◦

 ,

x100
y100
φ10

 =

−2
8
0◦

 .

The properties of these 10 elliptical agents are given as,[
a1
b1

]
=

[
3
1

]
,
[

a2
b2

]
=

[
4
2

]
,
[

a3
b3

]
=

[
4
2

]
,
[

a4
b4

]
=

[
2
3

]
,
[

a5
b5

]
=

[
4
3

]
,

[
a6
b6

]
=

[
2
1

]
,
[

a7
b7

]
=

[
4
1

]
,
[

a8
b8

]
=

[
3
1

]
,
[

a9
b9

]
=

[
3
2

]
,
[

a10
b10

]
=

[
2
1

]
.

The objective map is F = { f1 f2 · · · fN}, where

f1 =

[
−10

8

]
, f2 =

[
0
8

]
, f3 =

[
10
8

]
, f4 =

[
−6
−6

]
, f5 =

[
6
−6

]
,

f6 =

[
10
−10

]
, f7 =

[
3

13

]
, f8 =

[
−10
−10

]
, f9 =

[
−3
4

]
, f10 =

[
10
4

]
.

The initial mapping decision is give as Fopt = {3 1 2 5 4 7 6 8 9 10}. It is as-
sumed that 10 mappings are randomly generated in each iteration. In Figure
2.23, it can be seen that agents move to the desired positions, which are close
to them. Changes in minimum distance and heading angle of each agent
in the group are shown in Figures 2.24 and 2.25, respectively. The control
signals for the ten elliptical agents are given in Figure 2.26 and Figure 2.27.
Figure 2.28 displays the misalignment between temporary formation and de-
sired formation. It is clearly observed from Figures 2.24-2.25 that there is no
collision between any two agents. Moreover, all the agents are driven to the
desired formation nicely.

Note that η represents the quantity of random mapping generated per
round. It can be seen from Table 2.1 that the total time and the number of
rounds are different for different η. Four sets of data are listed by the aver-
age of five executions of the control algorithm. It is shown in Table 2.1 that
when η increases, the number of rounds to achieve the desired formation
decreases. However, time to achieve final formation will increase with the
increasing η. This is because the increase of η will increase the calculating
time in each execution round. Thus, it is necessary for us to choose an ap-
propriate η to achieve the objective. In this chapter, η = 5 is optimal for 5
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FIGURE 2.25: Changes in the heading angle of each elliptical
agent
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FIGURE 2.27: Control signal ux of each elliptical agent
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elliptical agents and chosen in the first two examples. The execution times
of different sizes of the multi-agent system and different quantity of random
mapping is given in Table 2.2 and Figure 2.29. It can be seen that the execu-
tion time substantially increases with the addition of the number of elliptical
agents in the group. This is the computation burden will increase when the
group is coming bigger. The value of η will also influence the computation
complexity.

TABLE 2.1: Comparison of different quantity of random map-
ping

η Round Time(s)

η = 0 345 122.34
η = 5 96 102.24
η = 10 88 152.83
η = 20 81 250.02

TABLE 2.2: Comparison of different quantity of agents and η

Time(s) η = 3 η = 5 η = 10 η = 20 η = 30

n = 3 32.52 43.66 - - -
n = 5 - 102.24 152.83 250.02 -
n = 7 - - 427.89 567.24 846.61

n = 10 - - 1255.36 3176.27 8400.27

2.5 Conclusion

This chapter proposed a control algorithm to drive a group of elliptical agents
to a predefined formation based on a reference formation. The new tech-
niques developed to achieve the objective included searching algorithms for
finding minimum distance and tangents between two elliptical agents, which
were used by the control algorithm. Communication among the agents was
limited, and only identities of each agent and the mapping decision for them
were transmitted. Random mapping algorithm was also presented to ob-
tain optimal mapping decision for the whole group, in which a reference
mapping was used to provide displacements. Collision avoidance algorithm
based on collision angles between tangents, which were between agents, was
used to prevent collision among agents. The self-center-based rotation algo-
rithm for each agent was designed to further improve the collision avoid-
ance. The simulations of fixed mapping and random mapping algorithm
were given to demonstrate the feasibility and effectiveness of the new con-
trol design scheme.



54 Chapter 2. Collision-free formation control for multiple elliptical agents

5 10 15 20
100

200

T
im

e(
se

c)

10 12 14 16 18 20 22 24 26 28 30

600

800

T
im

e(
se

c)

10 12 14 16 18 20 22 24 26 28 30
0

5000

10000

T
im

e(
se

c)

N = 5

N = 7

N = 1 0

FIGURE 2.29: Comparison of different quantity of agents and η



55

3 Adaptive collision-free
formation control for multi-agent
systems

3.1 Introduction

In this chapter, an adaptive formation control scheme is constructed for a
group of elliptical agents to achieve a predefined formation. The agents are
assumed to have the same dynamics, and communication among the agents
are limited. The desired formation is realized based on the reference forma-
tion and the mapping decision. In the control design, searching algorithms
for both cases of minimum distance and tangents are established for each
agent and its neighbors. In order to avoid collision, an optimal path plan-
ning algorithm based on collision angles, and a self-center-based rotation al-
gorithm are also proposed. Moreover, randomized method is used to provide
the optimal mapping decision for the underlying system.

Different from the work in [94], [95], this chapter focuses on driving a
group of agents to achieve a desired formation derived from the objective
map. The objective map is set well in advance and serves as a reference.
Agents only organise their formation based on the displacements in the ob-
jective map, but not the specific points in the predefined map. The obstacle
avoidance algorithm established in this chapter is based on the optimal path
planning by removing the obstacle angles. These angles can be obtained by
clamping tangents of objective agents and their obstacle agents. To improve
the efficiency of the collision-free formation control algorithm for multiple el-
liptical agents, an adaptive parameter is introduced, and dynamic mapping
algorithm is employed to enhance the efficiency of the whole group.

In this chapter, the main work is as follows. First, a new control scheme
is proposed to drive a group of elliptical agents to a predefined formation.
All agents are assumed to have the same form of control law and reference
formation. Only restricted communication among agents is allowed, and
they can send and receive identification numbers to and from other agents
in the system. The controller of each agent is established based on the mid-
point derived from their neighbourhood. Second, the predefined formation
is based on the displacements, which are obtained though a reference map-
ping. Agents can find their optimal mapping decisions based on the random
mapping algorithm. During each sampling interval, several possible map-
pings are generated and the sums of distances with corresponding agents
under each possible mapping decision are calculated to be compared with
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the others. The shortest one will be chosen to be the optimal formation in
the corresponding interval. Third, the collision among elliptical agents can
be avoided by choosing optimal path and removing obstacle angles. A self-
center-based rotation algorithm is also proposed to guarantee collision avoid-
ance when two agents approach to each other.

3.2 System model

Consider N agents that form the multi-agent system, and agents are de-
scribed as ellipses. The elliptical formula of agent Ei is given as

Ei : [xi, yi, 1]Ai[xi, yi, 1]T = 0 (3.1)

where Ai is the parameter matrix based on heading angle φi

Ai =


cos2 φi

a2
i

+ sin2 φi
b2

i

sin 2φi
a2

i

2Ai1 cos φi
a2

i

− sin 2φi
b2

i

sin2 φi
a2

i
+ cos2 φi

b2
i

2Ai1 sin φi
a2

i

−2Ai2 sin φi
b2

i

2Ai2 cos φi
b2

i

A2
i1

a2
i
+

A2
i2

b2
i
− 1

 ,

and

Ai1 = xi0 cos φi + xi0 sin φi,
Ai2 = −yi0 sin φi + yi0 cos φi.

The point (xi, yi) on Ei can be obtained from (3.1), while ai and bi are the long
and short axes of Ei. The coordinate of center point pc

i of Ei is represented by
(xi0, yi0). The set of the agents is given by

E = {E1 E2 E3 . . . EN}.

The dynamics of elliptical agent Ei is described by a single integrator model,

ẋc
i = ui. (3.2)

For all Ei ∈ E, the vector ui = [uxi, uyi]
T is the position control input. For any

point pi on agent Ei, and for any point pj on agent Ej, at the initial time t0,
the distance between these two points satisfies

|xi − xj| > ε, (3.3)

where ε > 0, and ε should be big enough to make sure collision-free among
elliptical agents. If all elliptical agents satisfy (3.3), superpositions among
agent will not occur at the initial time t0.

For agent Ei, the sensing range is an oval, and the center of sensing ellipse
is at pc

i , while the long axis is given as asen
i = ai + Rsen and the short axis is
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given as bsen
i = bi + Rsen. The sensing range is Rsen. If a point p = (x, y)

satisfies

[x, y, 1]Ai[x, y, 1]T > 0,

[x, y, 1]Bi[x, y, 1]T < 0, (3.4)

then p can be sensed by Ei. In (4),

Bi =


cos2 φi
(asen

i )2 +
sin2 φi
(bsen

i )2
sin 2φi
(asen

i )2
2Bi1 cos φi
(asen

i )2

− sin 2φi
(bsen

i )2
sin2 φi
(asen

i )2 +
cos2 φi
(bsen

i )2
2Bi1 sin φi
(asen

i )2

−2Bi2 sin φi
(bsen

i )2
2Bi2 cos φi
(bsen

i )2 Bi3

 ,

Bi1 = xi0 cos φi + yi0 sin φi,
Bi2 = −xi0 sin φi + yi0 cos φi,

Bi3 =
B2

i1
(asen

i )2 +
B2

i2
(bsen

i )2 − 1.

The surface of avoidance range for Ei is also an oval, which is centered at pc
i ,

while the long axis is given as aavo
i = ai + Ravo and the short axis is given as

bavo
i = bi + Ravo.

Some assumptions are imposed on the sensing ability and initial position
conditions.

Assumption 5.
For system (3.2), the following conditions are satisfied.

(i) Agents can move in any 2D directions.

(ii) Agents can figure out the center of other agents, at least a portion of which is
within their sensing ranges.

Remark 3. Condition (i) in Assumption 5 shows that there is no limitation for each
agent to move. All agents can choose the optimal moving direction without rotation.
Based on Condition (ii), if any point pj on agent Ej satisfies (3.4), Ej can be seen as
the neighboring agent of Ei. The neighborhood HEi(Rsen) of Ei can be written as

HEi(Rsen) = {E
HEi (Rsen)

1 E
HEi (Rsen)

2 · · · }.

Also, the avoidance group AEi(Rsen) of Ei can be written as

AEi(Ravo) = {E
AEi (Ravo)

1 E
AEi (Ravo)

2 · · · }.

3.3 Adaptive controller design

In this section, an adaptive controller is proposed to achieve the predefined
formation. Reference formation F is given as

F = { f1 f2 · · · fN},
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where fi ∈ F is the coordinate of ith position in the reference formation. The
optimal mapping in the kth iteration is given as rop(k). If agent Ei moves
without possible collision, control input ui(k) in the kth iteration for Ei can
be obtained by

ui(k) = σ(gi(k)− pc
i (k)), (3.5)

where pc
i (k) is the center of agent Ei in the kth iteration, while gi(k) is the

desired position in the kth iteration based on Rop(k). The coefficient σ repre-
sents the control step. The desired position gi(k) can be written as

gi(k) = fi(Rop(k)) + (Oi −O fi(Rop(k))). (3.6)

In (3.6), fi(Rop(k)) is the position corresponding to predefined formation F
based on Rop(k). The center point O fi(Rop(k)) is the center of desired position
of agent Ei and the desired positions of its neighboring agents which corre-
spond to F with the mapping rule Rop(k). We can have O fi(Rop(k)) as

O fi(Rop(k)) =

fi(Rop(k)) +
m
∑

j=1
f i
j (Rop(k))

m + 1
,

where f i
j (Rop(k)) is the desired position of agent Ej based on Rop(k), while

Ej ∈ HEi(Rsen). The number of elements in HEi(Rsen) is m. The center of cur-
rent positions of Ei and its neighboring agents is Oi, which can be obtained
by

Oi =

xc
i (k) +

m
∑

j=1
xc

j (k)

m + 1
,

where pc
i (k) is the current center position of agent Ei in the kth iteration, while

pc
j (k) is the current center position of agent Ej ∈ HEi(Rsen). The controller for

agent Ei with two neighbors is given in Figure 3.1, and the sensing range Rsen
is also shown.

If agent Ei moves though the possible collision area, the controller should
be updated. The possible collision area is based on the avoidance group
AEi(Ravo). The angle ψij(k) between Ei and Ej ∈ AEi(Ravo) and the angle
ϕij(k) between ui(k) and midline mij(k) of ψij(k) should be calculated to
judge whether agent Ei moves though possible collision area or not. They
can be obtained from

ψij(k) = arccos(
(plij

1
j (k)− plij

1
i (k)) · (plij

2
j (k)− plij

2
i (k))

|plij
1

j (k)− plij
1

i (k)||plij
2

j (k)− plij
2

i (k)|
), (3.7)

ϕij(k) = arccos(
ui(k) · uj(k)
|ui(k)||uj(k)|

). (3.8)
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FIGURE 3.1: Controller and sensing range for agent Ei with two
neighbors in the kth iteration

In (7), lij
1 and lij

2 are the two cross tangents of Ei and Ej ∈ AEi(Ravo) at the kth

iteration. The corresponding points on Ei and Ej based on lij
1 and lij

2 are plij
1

i (k),

plij
1

j (k), plij
2

i (k) and plij
2

j (k). The control input of Ej is uj(k). If ϕij(k) > ψij(k)
exists, then agent Ei will move though possible collision area. Hence control
input ui(k) should be updated as

ud
i (k) =σ|ud

i (k)|
(plil

o
i (k), plil

o
l (k))

|(plil
o

i (k), plil
o

l (k))|
, o = 1, 2 (3.9)

|ud
i (k)| =ξi(k)(dmin

il (k)− dstop), (3.10)

gi(k) =pc
i (k) +

ud
i (k)
σ

. (3.11)

where El ∈ AEi(Ravo) satisfying ϕil(k) is the minimum among the avoidance
group, and dmin

il is the minimum distance value between Ei and El. The de-
sired position of Ei is updated in (3.11). The anti-collision parameter is given
as dstop, which is a positive constant. The coefficient ξi(k) is related to the
distance di(k) between pc

i (k) and gi(k− 1) and the sum of the minimum dis-
tances between Ei and agents belonging to AEi(Ravo). Distance di(k) is given
as

di(k) = |gi(k− 1)− pc
i (k)|.
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FIGURE 3.2: Collision-free controller and avoidance range for
agent Ei in the kth iteration

Coefficient ξi(k) is written as

ξi(k) = λ
di(k)

p
∑

j=1
dmin

ij (k)
. (3.12)

The crossed tangents between Ei and El is given as lil
o , o = 1, 2, while p is

the number of the elements in AEi(Ravo). The updated control strategy is
illustrated in Figure 3.2.

Theorem 1. Consider system (3.2) under Assumption 5, if

0 < λ <
(n− 1)Ravo(1 +

dstop
ε−dstop

)

di(k) + dl(k)
,

then the following inequality holds:|xi(k)− xl(k)| > ε, where pi(k) and pl(k) rep-
resent any point on Ei and El at the kth iteration, respectively, and ε > 0. Agent El
satisfies (3.9).

Proof. In order to have |pi(k)− pl(k)| > ε, it is sufficient to have dmin
il (k) > ε.

To construct the collision-free system, we should have

0 < |ui(k)|+ |ul(k)| ≤ dmin
il (k). (3.13)
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Based on (3.10), (3.13) can be written as,

0 < (ξi(k) + ξl(k))(dmin
il (k)− dstop) ≤ dmin

il (k),

0 < ξi(k) + ξl(k) ≤
dmin

il (k)
(dmin

il (k)− dstop)
. (3.14)

Substituting (3.12) into (3.14) yields,

0 < λ
di(k)

b
∑

j=1
dmin

ij (k)
+ λ

dl(k)
q
∑

j=1
dmin

lj (k)
≤

dmin
il (k)

(dmin
il (k)− dstop)

, (3.15)

where b and q are the number of agents in AEi(Ravo) and AEl(Ravo), respec-
tively. The minimum distances for Ei and El with their avoidance group are
given as dmin

ij (k), dmin
lj (k), respectively. Let d = |dmin

il (k)| − dstop, we have

|dmin
il (k)| = d + dstop > ε, (15) can be written as

0 < λ
di(k)

b
∑

j=1
dmin

ij (k)
+ λ

dl(k)
q
∑

j=1
dmin

lj (k)
< 1 +

dstop

ε− dstop
. (3.16)

It can be seen that 1 ≤ b ≤ n − 1 and 1 ≤ q ≤ n − 1, while dmin
ij ≤ Ravo

and dmin
lj ≤ Ravo. Then, we have

b
∑

j=1
dmin

ij (k) ≤ (n− 1)Ravo and
b
∑

j=1
dmin

ij (k) ≤

(n− 1)Ravo.

di(k)
b
∑

j=1
dmin

ij (k)
≥ di(k)

(n− 1)Ravo
, (3.17)

dl(k)
b
∑

j=1
dmin

lj (k)
≥ dl(k)

(n− 1)Ravo
. (3.18)

Hence, substituting (3.17) and (3.18) into (3.16) gives

0 < λ
di(k)

(n− 1)Ravo
+ λ

dl(k)
(n− 1)Ravo

< 1 +
dstop

ε− dstop
(3.19)

The range of λ can be calculated as

0 < λ <
(n− 1)Ravo(1 +

dstop
ε−dstop

)

di(k) + dl(k)
. (3.20)

If λ satisfies (3.20), the condition |pi(k) − pl(k)| > ε holds, which means
collision will not occur on agent Ei. This completes the proof.
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3.4 Adaptive random mapping algorithm

Mapping is the rule that connects predefined formation F and desired posi-
tion set G = {g1 g2 · · · gN} of all agents in the multi-agent systems.To obtain
the optimal mapping of the multiple elliptical agents, a novel adaptive ran-
dom mapping algorithm is developed. The steps of the adaptive random
mapping algorithm are given as follows:
Initialization: In the first κ iterations, a random mapping algorithm is em-
ployed to find the optimal mapping in each iteration. In each iteration, η
mappings are generated, and the set of η mappings and each mapping are
given as

R(k) ={r1(k) r2(k) · · · rη(k)}, 0 < k ≤ κ,
rs(k) ={rs(k)(E1) rs(k)(E2) · · · rs(k)(EN)}, 0 < s ≤ η.

Here, rs(k) is the sth mapping, and the elements in rs(k) are random gener-
ated from 1 to n, while any two elements in R(k) are not equal. The total
distance Ls(k) of the sth mapping can be obtained based on the current po-
sitions and the desired positions in kth iteration of all agents, and can be
obtained as

Ls(k) =
N

∑
i=1
|gi(k)− pc

i (k)|. (3.21)

The optimal mapping rop(k) in the kth iteration satisfies

Lop(k) = min{L1(k) L2(k) · · · Lη(k) Lop(k− 1)},

while rop(k) ∈ R(k). Here, Lop(k − 1) represents the total distance of the
optimal mapping rop(k− 1) in the (k− 1)th iteration.
Then: When k > κ, the screening group R f (k) is constructed based on the
optimal mappings from (k− κ)th to kth iterations, which can be written as

R f (k) = {rop(k− κ) rop(k− κ + 1) · · · rop(k− 1)}, k > κ.

The repeat mappings in R f (k) should be extracted Rr(k) = {rr
1 rr

2 · · · }, while
rr

i ∈ Rr(k) also satisfies rr
i ∈ R f (k). The invariant elements which are in

the same positions in different mapping in Rr(k) should be found. Then
these elements are specified as fixed value in rop(k). The values of the other
elements should be regenerated. If t elements are different in each mapping,
t mappings will be regenerated based on the invariant elements. Optimal
mapping rop(k) will be obtained by the minimum value of corresponding
total distances of t mappings based on (3.21). If all mappings in R f (k) are the
same, then rop(k) = rop(k− 1).

The proposed adaptive random mapping algorithm can release the com-
putation burden. This mapping algorithm will be terminated when desired
formation is established. The flowchart of the adaptive mapping algorithm
is given in Figure 3.3.
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FIGURE 3.3: Adaptive random mapping algorithm

3.5 Simulation results

In this section, simulation results are presented to illustrate the effectiveness
of the proposed algorithm. In the simulation, five elliptical agents form the
multi-agent system. All agents have different long axis and short axis, which
are given as [

a1
b1

]
=

[
5
3

]
,
[

a2
b2

]
=

[
3
1

]
,
[

a3
b3

]
=

[
4
2

]
,

[
a4
b4

]
=

[
5
2

]
,
[

a5
b5

]
=

[
6
4

]
.

The initial position and heading angle of each agent are given as followsx10
y10
φ1

 =

 3
−2
0◦

 ,

x20
y20
φ2

 =

 10
10
37◦

 ,

x30
y30
φ3

 =

 2
12

100◦

 ,

x40
y40
φ4

 =

 −7
−10
154◦

 ,

x50
y50
φ5

 =

−12
4

97◦

 .

The sensing range is Rsen = 4. The avoidance range is Ravo = 2. The control
step is σ = 0.1. The initial iterations κ is given as κ = 6. The anti-collision pa-
rameter dstop in (3.10) is 0.1. The parameter ε in (3.16) is given as ε = 0.5. The
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predefined formation is set to F = {[−10, 8]; [0, 4]; [8, 8]; [−6,−4]; [6,−4]}.
Parameter λ in (3.12) is given as λ = 0.5. The formation process is given in
Figure 3.4. For the legend ∗ used in Figure 3.4, it denotes a number that is the
identity of an elliptical agent. The legend ∆ used in Figure 3.4, denotes the
initial position of each elliptical agent. The minimum distance between each
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FIGURE 3.4: Trajectories of the five elliptical agents

elliptical agent and its nearest neighbor is given in Figure 3.5, which illus-
trates that there is no collision among the agents during moving. The control
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FIGURE 3.5: Minimum distance between each elliptical agent
and its nearest neighbor

input for each elliptical agent is shown in Figure 3.6. All elliptical agents
can move in any direction in 2D space. The parameter ξ in (3.10) is adaptive
based on the distance between current position and desired position of each
agent and the sum distance of minimum distances between agents and the
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agents in their avoidance group. The changes of ξ during moving is given in
Figure 3.7. In the figures, ξ = 0 implies that there is no possibility of collision
of corresponding agent.
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FIGURE 3.6: Control inputs for five elliptical agents
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FIGURE 3.7: Changes of collision-free control parameter ξ

The comparison of the adaptive random mapping algorithm and the ran-
dom mapping algorithm in [162] based on communication times is shown
in Figure 3.8. It can clearly be seen that the communication times decrease,
which implies the effectiveness of proposed adaptive random mapping algo-
rithm.
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FIGURE 3.8: Comparison of the adaptive random mapping al-
gorithm and the random mapping algorithm in [162]

3.6 Conclusion

This chapter established a formation control strategy to enable a group of
elliptical agents to achieve predefined formation. The control input of each
agent is based on the displacements between the agent and its neighboring
agents. To build the collision-free control strategy, the avoidance group of
each agent based on the avoidance range and minimum distances among
elliptical agents are employed. An adaptive random mapping algorithm is
proposed for obtaining the optimal mapping decision. Simulation results
show the feasibility and effectiveness of the novel control strategy.
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4 Event-triggered
probability-driven adaptive
formation control for multiple
elliptical agents

4.1 Introduction

In this chapter, an event-triggered control scheme is proposed for a group of
elliptical agents to achieve a predefined formation. The agents are assumed
to have the same dynamics. The control law for each agent is only updated
at its event sequence based on its own minimum collision time and deviation
time. The probability-driven controller is designed to prevent the stuck prob-
lem among agents. Mapping-adaptive strategy and angle-adaptive scheme
based on the minimum collision distance are also developed. Two examples
with analysis are presented to demonstrate the effectiveness and potential of
the new event-triggered adaptive control algorithm.

Some formation controllers are investigated for multiple elliptical agents.
In [162], [163], a controller for multiple elliptical agents to reach predefined
formation is proposed with limited sensing range. The formation can be con-
structed in any space with a reference formation, and a collision avoidance
algorithm with collision angle is employed for each agent. Communication
topology of multi-agent systems is studied in [164]–[166], in which the infor-
mation of each agent broadcasts to its neighbors to accomplish the control
process. Unlike the aforementioned research, this chapter investigates the
problem of formation control for a group of agents with elliptical shape, and
design a probability-driven controller based on event-triggered method and
adaptive strategies. Under such a scheme, each agent will move along its
planned path and change only happens when pre-defined event conditions
are triggered. Each individual agent can only obtain the information from
other agents through communication among agents when the control law of
itself is updated. In this process, an adaptive method is employed to control
the heading angles of agents to minimize the probability of collision among
the agents, and to adjust the mapping of the system to reduce the moving
distance of each agent. Moreover, without loss of generality, all the agents
are assumed to have the same dynamics and to be equally important.

In this chapter, the main work is as follows. First, each agent has its own
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event sequence based on the minimum collision time and deviation time cal-
culated by itself. Agents only need to receive the state and velocity informa-
tion in accordance with their own event sequence. Then, probability-driven
controller is established to prevent the stuck problem among agents, which
may happen when two or more elliptical agents are too close to each other.
Also, heading angle rotation algorithm is employed to extend the minimum
collision distance for each agent to further prevent collisions among agents.
Adaptive mapping scheme is also given to shrink the distance between cur-
rent positions of elliptical agents and the predefined formation and action
time of the whole system.

Notation. Throughout this chapter, Rm is an mth dimensional space of real
numbers. The symbol | · | represents the length of a vector. For any two
points a and b,

−−→
(a, b) represents the vector between a and b. If dimensions

of matrices are not explicitly stated, they are assumed to be compatible for
algebraic operations.

4.2 Problem statements

In this chapter, the agents concerned in formation control are assumed to
have the shape of ellipses. The relevant elliptical formulas will be given first
followed by the problem statement.

4.2.1 Ellipse formula

Consider the ith elliptical agent Ei ∈ R2 of which heading angle is φi, cen-
tered at (xi0, yi0)

T, the elliptical expression can be given as,

Ei : [xi, yi, 1]Ai[xi, yi, 1]T = 0 (4.1)

where

Ai =


cos2 φi

a2
i

+ sin2 φi
b2

i

sin 2φi
a2

i

2Ai1 cos φi
a2

i

− sin 2φi
b2

i

sin2 φi
a2

i
+ cos2 φi

b2
i

2Ai1 sin φi
a2

i

−2Ai2 sin φi
b2

i

2Ai2 cos φi
b2

i

A2
i1

a2
i
+

A2
i2

b2
i
− 1

 ,

where Ai is the coefficient matrix based on heading angle φi with

Ai1 = xi0 cos φi + yi0 sin φi,
Ai2 = −xi0 sin φi + yi0 cos φi.

In (4.1), parameter ai represents the long axis of elliptical agent Ei, and pa-
rameter bi is the short axis. The set of points on Ei can be described as follow,

Pi ={pi =(xi, yi)|
xi = ai cos θ cos φi − bi sin θ sin φi + xi0,
yi = ai cos θ sin φi + bi sin θ cos φi + yi0}, (4.2)
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where θ ∈ [0, 2π]. The expression the points on the ellipse is used to cal-
culate the collision distances and the associated rotation angles for multiple
elliptical agents in the formation control problem addressed in this study.

4.2.2 Agent dynamics

This chapter focuses on moving a group of elliptical agents to the desired
formation. Consider that there are N elliptical agents in the group. The set of
the agents is given as

E = {E1 E2 E3 . . . EN}.

The emphasis on the formation strategy is to overcome the difficulties
caused by the elliptical shape of the agents. Therefore, the dynamics of each
elliptical agent Ei is given as single integrator model[

ṗc
i

φ̇i

]
=

[
ui
uφi

]
. (4.3)

For all Ei ∈ E, control variable ui = [uxi, uyi]
T is the position control input,

and control variable uφi is the heading angle control input for Ei. Vector
pc

i = [xi0, yi0]
T represents the center position of Ei, and φi is the heading

angle of Ei.

4.2.3 Formation objective

To achieve the predefined formation, the following two assumptions are im-
posed.

Assumption 6. Agents can move in any 2D directions.

Note that, by Assumption 1, there is no limitation of the moving direction
of an agent. Agents can reach their predefined formation with any control
laws based on the event-triggered control strategy. In addition the heading
angle adaptive scheme provides the rotation control inputs for the system to
lengthen the collision distance among agents to avoid collisions in motion.

Assumption 7. For any point pi ∈ Pi on agent Ei, and for any point pj ∈ Pj on
agent Ej, at the initial time t0, the distance between these two points satisfies

|pi − pj| > ε, (4.4)

where ε > 0.
For any Ei ∈ E, Ej ∈ E, the distance between the final positions of elliptical

agents Ei and Ej satisfies

| f Fs

i − f Fs

j | > bi + bj + σ,

where σ > 0. Parameters bi and bj are the short axis of Ei and Ej, respectively.
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Notice that Assumption 7 implies that the initial position of each agent
must be such that the distances among elliptical agents are sufficiently large
to avoid collision in initial status. Assumption 7 is also proposed to make
sure that agents in the group will not cover the final locations where other
agents want to reach.

Formation objective. Under Assumptions 6 and 7, a suitable control scheme
should be the one capable of driving a group of elliptical agents to a prede-
fined formation without collisions with the other agents in the group. The
predefined formation is given as

F = { f1 f2 f3 . . . fN}, (4.5)

where, fi, i ∈ N is the desired position of Ei. The corresponding mapping for
the group based on F is written as

Fs = { f Fs

1 f Fs

2 f Fs

3 . . . f Fs

N }, (4.6)

where f Fs

i represents the corresponding position based on fi of Ei and the
mapping relationship of the whole group. For each agent, we design ui such
that pc

i can move to the corresponding position f Fs

i . The design condition for
ui is such that

lim
t→∞

(pc
i − f Fs

i ) = 0, |pi − pj| > ε, (4.7)

for all i, j ∈ N, i 6= j.

4.3 Event-triggered adaptive formation control de-
sign

In event-triggered control, the control actuation times are determined by
an event-triggering mechanism. To introduce the event-triggered control
scheme, it is assumed that the triggering time sequence is denoted by ti =
ti
0, ti

1, ti
2, . . . ti

k, . . .. Agent Ei can receive the state information of the other
agents in the group and update its control law ui at ti

k ∈ ti. At time ti
k, agent

Ei obtains the status of the other agents, which contain the position, velocity
and heading angle of each agent. The updated formation is delivered to the
whole group. Based on the mapping decision and the state information, Ei
can update ui to achieve the desired formation. The event triggering scheme
is given first in the following section.

4.3.1 Event-triggered scheme

The event-triggered scheme in this chapter take into consideration collision
and deviation problems of each agent. Each agent has its own event-triggered
strategy with its collision time and deviation time. First, the collision time for
each agent is calculated. The collision set for agent Ei at ti

k is given as

Ci(ti
k) = {E

Ci
1 (ti

k) ECi
2 (ti

k) . . .}. (4.8)
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where ECi
j (ti

k) represents the possible collision agent in the system, which

satisfies 0 < ϕij < 180◦. Here, ϕij is the angle of ui and uj at ti
k, and it

can be obtained by ϕij = arccos(
ui(ti

k).uj(ti
k)

|ui(ti
k)||uj(ti

k)|
). Since the system is modelled

as the single-integrator system, the control input ui(ti
k) can be seen as the

velocity of agent Ei at t ∈ [ti
k−1, ti

k), which is ui(ti
k) = vi(ti

k). Also, uj(ti
k)

is the velocity of Ej at t ∈ [ti
k−1, ti

k). The minimum distance between Ei

and Ej on the direction of speed difference ∆vij(ti
k) = (xv

ij(t
i
k), yv

ij(t
i
k)) of

these two agents is represented as dij(ti
k), while ∆vij(ti

k) = uj(ti
k) − ui(ti

k).
Here, dij(ti

k) = |pi(ti
k)− pj(ti

k)|, where pi(ti
k) and pj(ti

k) are the corresponding
points of dij(ti

k) on Ei and Ej, respectively. The coordinates of pi(ti
k) and pj(ti

k)

are (xi(ti
k), yi(ti

k))
T, (xj(ti

k), yj(ti
k))

T, respectively. These two points pi(ti
k) and

pj(ti
k) can be obtained by solving the following equations

mij(ti
k) =

yv
ij(t

i
k)

xv
ij(t

i
k)

,

mij(ti
k) =

yj(ti
k)−yi(ti

k)

xj(ti
k)−xi(ti

k)
,

[xi(ti
k), yi(ti

k), 1]Ai(ti
k)[xi(ti

k), xi(ti
k), 1]T = 0,

[xj(ti
k), yj(ti

k), 1]Aj(ti
k)[yj(ti

k), yj(ti
k), 1]T = 0,

ψij(ti
k) = arctan

(
− b2

i (xi(ti
k)−xi0(ti

k))
a2

i (yi(ti
k)−yi0(ti

k))

)
+ φi(ti

k),

ψji(ti
k) = arctan

(
−

b2
j (xj(ti

k)−xj0(ti
k))

a2
j (yj(ti

k)−yj0(ti
k))

)
+ φj(ti

k),

ψij(ti
k) = ψji(ti

k).

(4.9)

In (4.9), mij(ti
k) is the slope of ∆vij(ti

k) in time interval t ∈ [ti
k, ti

k+1), while
xv

ij(t
i
k) and yv

ij(t
i
k) are the coordinate of ∆vij(ti

k). The coordinates of points
pi(ti

k) and pj(ti
k) are given as pi(ti

k) = (xi(ti
k), yi(ti

k)) and pj(ti
k) = (xj(ti

k), yj(ti
k)),

respectively, while Ai and Aj are the coefficient matrixes of Ei and Ej, which
are linked to their heading angles φi(ti

k) and φj(ti
k). The angle between the

tangent in pi(ti
k) and x-axis is written as ψij(ti

k), while the angle between the
tangent in pj(ti

k) and x-axis is written as ψji(ti
k). The two-point line based on

pi(ti
k) and pj(ti

k) is parallel to ∆vij(ti
k). Points pi(ti

k) and pj(ti
k) also satisfy

(4.1). Points pi(ti
k) and pj(ti

k) should ensure that the tangent of the ellipse
Ei at point pi(ti

k) is parallel to the tangent of the ellipse Ej at point xj(ti
k).

Though the solution of (4.9), the corresponding points pi(ti
k) and pj(ti

k) on Ei
and Ej can be calculated. The collision distance between agent Ei and Ej is

dcol
ij (ti

k) = |pi(ti
k)− pj(ti

k)|, (4.10)
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and the collision time is

tcol
ij (ti

k) =
dcol

ij (ti
k)

|∆vij(ti
k)|

. (4.11)

Based on (4.8), (4.9), (4.10) and (4.11), the collision distance set and colli-
sion time set of agent Ei based on collision set Ci(ti

k) are given as

Dcol
i (ti

k) = {d
E

Ci
1 (ti

k)
1 d

E
Ci
2 (ti

k)
2 . . .},

tcol
i (ti

k) = {t
E

Ci
1 (ti

k)
1 t

E
Ci
2 (ti

k)
2 . . .}.

The collision time of Ei at τi
k is obtained by finding the minimum time from

the set tcol
i (ti

k)

τcol
i (ti

k) = min tcol
i (ti

k). (4.12)

Remark 4. To ensure that the collisions will not occur among agents, the collision
time of each agent should be reduced appropriate. For agent Ei, the collision time can
be updated as τ̃col

i (ti
k) = ατcol

i (ti
k), where 0.5 < α < 1. If the value of α is too small,

then τ̃col
i (ti

k) will be distortion, which cannot reflect the real collision relationship
among agents.

The collision relationship of agents Ei and Ej ∈ Ci(ti
k) at ti

k is shown in
Figure 1.
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FIGURE 4.1: Collision distance and deviation distance of ellip-
tical agent Ei at ti

k

To consider the event-triggered scheme of each agent, the deviation time
of each agent also has to be studied. The deviation time means the moving
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time of an agent leaving its destination if the agent moves along the cur-
rent control direction. The deviation distance ddev

i (ti
k) of agent Ei at ti

k can be
obtained by the corresponding points on the deviation circle of Ei. The devi-
ation circle of Ei is shown in Figure 4.1. The corresponding point pdev

i (ti
k) can

be obtained by solving the following equations.
[xdev

i (ti
k), ydev

i (ti
k), 1]Bi(ti

k)[x
dev
i (ti

k), ydev
i (ti

k), 1]T = 0,

ei(ti
k) =

ui(ti
k)

|ui(ti
k)|

,

ei(ti
k) =

pdev
i (ti

k)−pc
i (t

i
k)

|pdev
i (ti

k)−pc
i (t

i
k)|

,

(4.13)

In (4.13), coordinates xdev
i (ti

k) and ydev
i (ti

k) are those of pdev
i (ti

k) on the devia-
tion circle, and Bi(ti

k), the coefficient matrix of the deviation circle, is given as
followings

Bi(ti
k) =

 1 0 −xFs

i (ti
k)

0 1 −yFs

i (ti
k)

−xFs

i (ti
k) −yFs

i (ti
k) B1(ti

k)

 .

Note that the coefficient matrix B1(ti
k) is based on the mapped desired posi-

tion at ti
k of Ei, and is given as f Fs

i (ti
k) = (xFs

i (ti
k), yFs

i (ti
k))

T, while the radius
is represented by ri(ti

k) based on the mapped desired position and the center
of Ei. For B1(ti

k), it is given as

B1(ti
k) = (xFs

i (ti
k))

2 + (yFs

i (ti
k))

2 − ri(ti
k)

2,

with

ri(ti
k) = | f

Fs

i (ti
k)− xc

i (t
i
k)|.

The unit vector of the control momentum of Ei is denoted by ei(ti
k), while

pc
i (t

i
k) is the center of Ei. The vector

−−−−−−−−−−→
(xc

i (t
i
k), xdev

i (ti
k)) is parallel to ui(ti

k). The
deviation distance of Ei at ti

k can be written as

ddev
i (ti

k) = |x
dev
i (ti

k)− xc
i (t

i
k)|. (4.14)

Based on (4.14) and control input ui(ti
k), the deviation time tdev

i (ti
k) is given

as

tdev
i (ti

k) =
ddev

i (ti
k)

|ui(ti
k)|

. (4.15)

Remark 5. To ensure a timely update for the control input, the deviation time of
each agent can be appropriately reduced via the following formula

tdev
i (ti

k) = β
ddev

i (ti
k)

|ui(ti
k)|

, (4.16)

where β represents the constant coefficient. The range of β is given as 0 < β < 1.
Note that the smaller the β, the more frequent update the control law for the agent,
leading to the deviation reduction of the desired position.
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Based on the collision time and deviation time of each agent, the individ-
ual event-triggered timer at ti

k for each agent in the system can be obtained
by

Timer(ti
k) =min{τ̃col(ti

k), tdev(ti
k)} ≤ Tre f , ti

k ∈ ti, (4.17)

where Tre f ∈ RN is a constant column matrix. The collision time set and de-
viation time set for the group of elliptical agents at ti

k are given as τ̃col(ti
k) =

[τ̃col
1 (ti

k) τ̃col
2 (ti

k) . . . τ̃col
N (ti

k)]
T and tdev(ti

k) = [tdev
1 (ti

k) tdev
2 (ti

k) . . . tdev
N (ti

k)]
T,

respectively. A constant matrix Tre f is proposed to prevent all possible col-
lisions and an excessive deviation distance. If Timer(ti

k) ≤ Tre f , then agent
Ei will update its control law, otherwise, the timer Timer(ti

k) will decrease
slowly via the formula

Timer(ti
k) =Timer(ti

k)−
(ti − ti

k)

∆t
dt, ti ∈ (ti

k, ti
k+1),

where the constant time is given as dt to decrease the Timer slowly when the
control law is not updated, while ∆t is the minimized time unit. The Timer
of Ei will be reduced based on dt and ti in each iteration.

4.3.2 Probability-driven controller

The probability driven controller is designed based on the event-triggered
strategy. For agent Ei, the sequence of events ti = ti

0, ti
1, ti

2, . . . ti
k, . . . corre-

sponds to the sequence of control updates ui = ui(ti
0), ui(ti

1), ui(ti
2), . . . ui(ti

k), . . ..
Between the event intervals, the control value will not be changed. The con-
trol input for agent Ei ∈ E at ti

k is given as

ui(ti
k) = γRi(ti

k)( f Fs

i (ti
k)− xc

i (t
i
k)), (4.18)

where

Ri(ti
k) =

[
cos θi(ti

k) − sin θi(ti
k)

sin θi(ti
k) cos θi(ti

k)

]
.

In (4.18), γ is a positive constant coefficient. The rotation matrix for Ei at ti
k is

represented as Ri(ti
k), while θi(ti

k) is the corresponding probability rotation
angle. The value of θi(ti

k) is within the interval (−90o, 90o). The rotation
matrix Ri(ti

k) is proposed to avoid the stuck problem of the agents, which
will appear when two or more agents are too close to each other, and their
moving directions are crossed.

The algorithm of event-triggered scheme is given in Algorithm 7.

Algorithm 7 Event-triggered scheme for the group of elliptical agents

Input: The set of corresponding mapping formation, Fs; The set of the coor-
dinates of the centers of the elliptical agents, Pc; The set of time constant,
Tre f The number of the elliptical agent, N;
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Output: Update the control law for each agent based on event sequence.
1: for each i ∈ N do
2: Calculate the initial control input ui(ti

0);
3: Calculate the initial collision time τ̃col

i (ti
0);

4: Calculate the initial deviation time tdev
i (ti

0);
5: Timeri(ti

0) = min(τ̃col
i (ti

0), tdev
i (ti

0))

6: if Timeri(ti
0) < Tre f

i then
7: Agent updates its control input.
8: Communicate with the others to obtain information.
9: else

10: Agent maintains its original control inputs.
11: end if
12: end for
13: while ∑0

i=1 |ds(ti
k−1)− pc

i (t
i
k−1)| > 0 do

14: for each i ∈ n do
15: if Timeri ≤ 0 then
16: Calculate the control input ui(ti

k);
17: end if
18: Calculate the collision time τ̃col

i (ti
k);

19: Calculate the deviation time tdev
i (ti

k);
20: Timeri(ti

k) = min[τ̃col
i (ti

k), tdev
i (ti

k)];

21: if Timeri(ti
k) < Tre f

i then
22: Agent updates its control input
23: Obtain information from the other agents though communica-

tion network.
24: else
25: Agent maintains its original control inputs.
26: end if
27: end for
28: Timer(ti

k) = Timer(ti
k)− dt;

29:
30: end while

The following result provides a sufficient condition for reducing the dis-
tances between agents’ current positions and their final desired formation.
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Theorem 2. Consider system (4.3) under Assumptions 6 and 7, if the parameter γ

in (4.18) satisfies 0 < γ ≤ −Cb+
√

C2
b−4CaCc

2p∆t×Ca
, where Ca, Cb, Cc and q are coefficients,

Ca =2
N

∑
i=1

l2
i (t

i
k),

Cb =2
N

∑
i=1

[cos θi(ti
k)(xi0(ti

k)− xFs

i (ti
k))(xFs

i (ti
k+1)

−xi0(ti
k)) + sin θi(ti

k)(yi0(ti
k)− yFs

i (ti
k))(xFs

i (ti
k+1)

−xi0(ti
k)) + cos θi(ti

k)(yi0(ti
k)− yFs

i (ti
k))(y

Fs

i (ti
k+1)

−yi0(ti
k)) + sin θi(ti

k)(yi0(ti
k)(xFs

i (ti
k)

−xi0(ti
k))(y

Fs

i (ti
k+1)− yi0(ti

k))],

Cc =
N

∑
i=1

[(xi0(ti
k)− xFs

i (ti
k+1))

2 + (yi0(ti
k)− yFs

i (ti
k+1))

2

−l2
i (t

i
k),

q =
ti
k+1 − ti

k
∆t

,

where li represents the distance between agent Ei and its desired position, Cc <
0 , and ∆t is the minimum time interval. Then the following inequality holds:
∑N

i=1 li(ti
k) ≥ ∑N

i=1 li(ti
k+1).

Proof. The distances between the desired position and the center of Ei at ti
k

and ti
k+1 are represented by li(ti

k) and li(ti
k+1), respectively, while li(ti

k) =

| f Fs

i (ti
k)− pc

i (t
i
k)| and li(ti

k+1) = | f
Fs

i (ti
k+1)− pc

i (t
i
k+1)|. The desired positions

of Ei at different event time are f Fs

i (ti
k) = (xFs

i (ti
k), yFs

i (ti
k))

T and f Fs

i (ti
k+1) =

(xFs

i (ti
k+1), yFs

i (ti
k+1))

T, respectively. The relationship with the center pc
i (t

i
k+1)

of Ei ∈ E at ti
k+1 and based on (4.18), the center pc

i (t
i
k) at ti

k satisfies

pc
i (t

i
k+1) = pc

i (t
i
k) + q∆t× ui(ti

k), (4.19)

where pc
i (t

i
k+1) = (xi0(ti

k+1), yi0(ti
k+1))

T, and pc
i (t

i
k) = (xi0(ti

k), yi0(ti
k))

T. The
minimized time unit is represented as ∆t, and q∆t is the time interval be-
tween ti

k and ti
k+1. The control input for Ei during [ti

k, ti
k+1) is ui(ti

k). Based
on (4.18), (4.19) can be written as

pc
i (t

i
k+1) = pc

i (t
i
k) + q∆t× γRi(ti

k)( f Fs

i (ti
k)− pc

i (t
i
k)), (4.20)

where the constant coefficient can be given as η = q∆t× γ

η = q∆t× γ. (4.21)

From (4.20), we can get the equation

pc
i (t

i
k+1)− pc

i (t
i
k) = ηRi(ti

k) f Fs

i (ti
k)− ηRi(ti

k)pc
i (t

i
k). (4.22)
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Then we have

||pc
i (t

i
k+1)− pc

i (t
i
k)|| = ||ηRi(ti

k) f Fs

i (ti
k)− ηRi(ti

k)pc
i (t

i
k)||

= η||Ri(ti
k)( f Fs

i (ti
k)− pc

i (t
i
k)||

> η|| f Fs

i (ti
k)− pc

i (t
i
k)||,

followed by

||pc
i (t

i
k+1)− pc

i (t
i
k)||

2 ≥ η2|| f Fs

i (ti
k)− pc

i (t
i
k)||

2. (4.23)

Based on (4.23) and ∑N
i=1 li(ti

k) ≥ ∑N
i=1 li(ti

k+1), one can obtain

N

∑
i=1
||pc

i (t
i
k+1)− pc

i (t
i
k)||

2 (4.24)

≥ η2
N

∑
i=1
|| f Fs

i (ti
k)− ηRi(ti

k)pc
i (t

i
k)||

2

≥ η2
N

∑
i=1

l2
i (t

i
k+1).

The range of η can be calculated based on (4.24), and it can be given as

η2 ≤
∑N

i=1 ||pc
i (t

i
k+1)− pc

i (t
i
k)||

2

∑N
i=1 || f Fs

i (ti
k)− ηRi(ti

k)pc
i (t

i
k)||2

, (4.25)

1 ≤
∑N

i=1 l2
i (t

i
k+1)

∑N
i=1 Ci

, (4.26)

where

Ci =(xFs

i (ti
k+1)− xi0(ti

k))
2 + (yFs

i (ti
k+1)− yi0(ti

k))
2

+2η2l2
i (t

i
k) + 2η[cos θi(ti

k)(xi0(ti
k)− xFs

i (ti
k))(xFs

i (ti
k+1)

−xi0(ti
k)) + sin θi(ti

k)(yi0(ti
k)− yFs

i (ti
k))(xFs

i (ti
k+1)

−xi0(ti
k)) + cos θi(ti

k)(yi0(ti
k)− yFs

i (ti
k))(y

Fs

i (ti
k+1)

−yi0(ti
k)) + sin θi(ti

k)(yi0(ti
k)(xFs

i (ti
k)

−xi0(ti
k))(y

Fs

i (ti
k+1)− yi0(ti

k))].

By solving (4.25), η can be given as

−Cb −
√

C2
b − 4CaCc

2Ca
≤ η ≤

−Cb +
√

C2
b − 4CaCc

2Ca
,
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where

Ca =2
N

∑
i=1

l2
i (t

i
k),

Cb =2
N

∑
i=1

[cos θi(ti
k)(xi0(ti

k)− xFs

i (ti
k))(xFs

i (ti
k+1)− xi0(ti

k))

+ sin θi(ti
k)(yi0(ti

k)− yFs

i (ti
k))(xFs

i (ti
k+1)− xi0(ti

k))

+ cos θi(ti
k)(yi0(ti

k)− yFs

i (ti
k))(y

Fs

i (ti
k+1)− yi0(ti

k))

+ sin θi(ti
k)(yi0(ti

k)(xFs

i (ti
k)− xi0(ti

k))(y
Fs

i (ti
k+1)

−yi0(ti
k))],

Cc =
N

∑
i=1

[(xi0(ti
k)− xFs

i (ti
k+1))

2 + (yi0(ti
k)− yFs

i (ti
k+1))

2

−l2
i (t

i
k)].

It can be seen that when η > 0, and Cc < 0,

0 < η ≤
−Cb +

√
C2

b − 4CaCc

2Ca
. (4.27)

Based on (4.21) and (4.27), γ satisfies the following condition

0 < γ ≤
−Cb +

√
C2

b − 4CaCc

2q∆t× Ca
, (4.28)

Remark 6. As the value of γ is based on (4.28), hence the event-triggered control
strategy can ensure that ∑N

i=1 li(ti
k) ≥ ∑N

i=1 li(ti
k+1). This means that the sum

of differences between current positions and desired positions of the agents in the
system will reduce or remain unchanged during the moving period, which reflects
that the event-triggered formation algorithm will drive the whole group to the desired
formation effectively.

It should be mentioned that the algorithms developed in this chapter is used for
discrete systems with the minimum time interval ∆t, which indicates that the control
momentum of each agent can only update after ∆t of the time of the previous update.
Thus, each agent can only update 1/∆t times in 1 second, instead of triggering
countless times in a short time period, thus the Zeno-behavior will not occur in our
event-triggered formation strategy.

The triggering condition for agent Ei is given as follow:

|pc
i (t

i)− pc
i (t

i
k)| ≤ ui(ti

k)Timer(ti
k), ti ∈ [ti

k, ti
k+1), (4.29)

where pc
i (t) is the position of Ei in ti.
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4.3.3 Adaptive strategy for elliptical agents

To enhance the performance of the event-triggered algorithm for a group
of elliptical agent, the adaptive mapping algorithm and the heading angle
control strategy are developed.

The proposed mapping decision for the whole group is based on the pre-
defined formation F in (4.5). The desired position for each agent is obtained
based on L(ti

k) at ti
k, while

L(ti
k) =

N

∑
i=1
| f Fs

i (ti
k)− xc

i (t
i
k)|. (4.30)

The mapping algorithm should guarantee that the value of L(ti
k) is the mini-

mum at ti
k, and Algorithm 8 shown below is the mapping algorithm.

Algorithm 8 Mapping strategy for the group of elliptical agents

Input: The predefined formation, F; The set of the coordinates of the centers
of the elliptical agents, Xc; The number of the elliptical agent, N;

Output: The set of mapping formation, Fs.
1: for each i ∈ N do
2: for j ∈ [1 : i− 1, i + 1 : N] do
3: Calculate the initial mapping distance dii = |Fi − xc

i |;
4: Calculate the set of distance with other desired positions dij =
|Fj − xc

i |,Di = dij;
5: if dii < min Di then f Fs

i = fi;
6: else f Fs

i = f j, dij = min Di
7: end if
8: end for
9: end for

In addition, the heading angle control scheme is designed to prevent all
possible collisions among agents. The heading angle of each elliptical agent
is adjusted based on the collision distances among the agents. The angle
control law is given as

ūφi = ρ
π

180◦
, (4.31)

where ρ = [1 0 − 1]T. Based on (31), the change angle of agent Ei ∈ E at ti
k,

represented by φ̄i(ti
k), is written as

φ̄i(ti
k) = φi(ti

k) + ūφi . (4.32)

The collision distances of Ei from their collision set Dcol
i (ti

k) are derived from

(4.10), and the minimum collision distance of d
Dcol

i (ti
k)

j is given as

d
Dcol

i (ti
k)

j = min Dcol
i (ti

k), Ej ∈ Ci(ti
k).
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The reference collision distances between Ei and Ej are derived using (4.9),
(4.10) and (4.32), which are denoted as d̄1

j (t
i
k), d̄2

j (t
i
k) and d̄3

j (t
i
k). To avoid any

potential collision, we have

d
Dcol

i (ti
k)

j = max{d̄1
j (t

i
k), d̄2

j (t
i
k), d̄3

j (t
i
k)}. (4.33)

The heading angle control input and final heading angle of Ei at ti
k are written

as

uφi(t
i
k) = ūφi(ς), (4.34)

φi(ti
k) = φi(ti

k) + ūφi(ς), (4.35)

where ς is corresponding to d
Dcol

i (ti
k)

j . The rotation algorithm, Algorithm 9, is
given as follows.

Algorithm 9 Rotation algorithm for the group of elliptical agents

Input: The collision distance set, Dcol; The set of the heading angles, φ;
Output: Update the set of the heading angles, φ.

1: for each i ∈ n do
2: Calculate ūφi ;
3: Calculate φ̄i;
4: for dj ∈ Dcol

i do
5: if dj = min Dcol

i then
6: Calculate d̄1

j (t
i
k),d̄

2
j (t

i
k),d̄

3
j (t

i
k);

7: dj = max{d̄1
j (t

i
k), d̄2

j (t
i
k), d̄3

j (t
i
k)}

8: Obtain ς corresponded to dj.
9: uφi = ūφi(ς)

10: φi = φ̄i(ς)
11: end if
12: end for
13: end for

4.4 Simulation examples

In this section, simulation results are given to illustrate the effectiveness of
the proposed event-triggered probability-driven adaptive formation control
algorithm. There are ten elliptical agents in the group, and all the agents
use the same control strategy. The elliptical shape of each agent differs. The
parameters α in Remark 4 and β in (4.16) are given as α = 0.8 and β = 0.6, re-
spectively. The coefficient γ in (4.18) is valued as γ = 0.5. Each agent can re-
ceive the state and velocity information from other agents through their event
sequence. The initial positions and heading angles of ten elliptical agents are
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given as follows. [
v10, w10, φ1

]T
=
[
12, 13, 212◦

]T ,[
v20, w20, φ2

]T
=
[
0, 13, 127◦

]T ,[
v30, w30, φ3

]T
=
[
−12, 13, 341◦

]T ,[
v40, w40, φ4

]T
=
[
−12,−13, 76◦

]T ,[
v50, w50, φ5

]T
=
[

12,−13, 42◦
]T ,[

v60, w60, φ6
]T

=
[
0, 6, 14◦

]T ,[
v70, w70, φ7

]T
=
[
6, 0, 0◦

]T ,[
v80, w80, φ8

]T
=
[
−6, 0, 25◦

]T ,[
v90, w90, φ9

]T
=
[
0,−6, 60◦

]T ,[
v00, w00, φ0

]T
=
[
15,−4, 150◦

]T .

The agents’ elliptical properties are

[
a1, b1

]
=
[
4, 3
]

,
[
a2, b2

]
=
[
2, 6
]

,[
a3, b3

]
=
[
3, 1
]

,
[
a4, b4

]
=
[
5, 3
]

,[
a5, b5

]
=
[
2, 4
]

,
[
a6, b6

]
=
[
4, 2
]

,[
a7, b7

]
=
[
3, 1
]

,
[
a8, b8

]
=
[
2, 1
]

,[
a9, b9

]
=
[
4, 3
]

,
[
a10, b10

]
=
[
5, 2
]

.

The predefined 2D spatial formation F = { f1 f2 . . . f10} is given as

f1 =
[
10,−13

]
, f2 =

[
12, 16

]
,

f3 =
[
−16, 19

]
, f4 =

[
−16,−13

]
,

f5 =
[
7, 0
]

, f6 =
[
−8, 10

]
,

f7 =
[

0, 2
]

, f8 =
[
−16, 0

]
,

f9 =
[
0,−13

]
, f10 =

[
10, 7

]
.

The reference constance column matrix Tre f is a 10× 1 matrix, in which each
element is generated between 1 and 0 randomly. The reference constant col-
umn matrix Tre f

1 for Agent 1 to Agent 5 is

Tre f
1 = [0.7418 0.2768 0.8868 0.9505 0.7591]T.

The reference constant column matrix Tre f
2 for Agent 6 to Agent 10 is

Tre f
2 = [0.8183 0.8073 0.5442 0.7416 0.3784]T.

The simulation examples presented below aim i) to illustrate the effectiveness
of event-triggered formation control algorithm in the process of achieving
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desired formation, each agent employs only the event-triggered scheme; and
ii) to verify the enhanced performance of the proposed control strategy when
the adaptive algorithm is incorporated.

Example 1 The operation of the event-triggered probability-driven con-
trol algorithm, Algorithm 7, is illustrated in this example. Figure 4.2 shows
the trajectories of the ten elliptical agents reaching from their initial position
and orientation to their final locations as defined by the predefined forma-
tion F. The legends ∗ and 4 used in Figure 4.2 denote, respectively, the
predefined destination positions of the group and the initial position of each
agent. The numbers in black color represent the locations in the predefined
formation F. The misalignment between the temporary formation and de-
sired formation is displayed in Figure 4.3. The responses as shown in Figure
4.3 approach 0 uniformly. It can be seen that there is no increase in distance
while the group moves. The control inputs are shown in Figure 4.4 and Fig-
ure 4.5. We observe that the control inputs are updated only at the event
sequence, and the event sequence of each agent is different based on its col-
lision time and deviation time. The minimum collision distance is shown in
Figure 4.6. The minimum distance between each agent and other agents is
always positive, which indicates that there is no collision among ten elliptical
agents throughout their movement.

1

2
3

4

5

6

7
8

9

10

Agent 1
Agent 2
Agent 3
Agent 4
Agent 5

Agent 6
Agent 7
Agent 8
Agent 9
Agent 10

FIGURE 4.2: Trajectories of ten elliptical agents without adap-
tive mapping algorithm

Example 2 In this example, the mapping adaptive algorithm given in Al-
gorithm 2 and the heading angle adaptive algorithm in Algorithm 9 are in-
corporated in the event-triggered control scheme of each elliptical agent. The
mapping adaptive algorithm is employed to find the optimal mapping deci-
sion for each agent. Figure 4.7 shows the trajectories of ten elliptical agents,
and it can be seen that agents achieve the nearest positions based on F with
the minimum distance to the predefined formation of the whole group. The



4.4. Simulation examples 83

0 1 2 3 4 5 6 7 8 9 10 11

Time

10

20

30

40

50

60

70

80

90

100

110
T

he
 d

is
ta

nc
e 

to
 r

ea
ch

 d
es

ire
d 

fo
rm

at
io

n

FIGURE 4.3: Distance to reach desired formation
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FIGURE 4.5: Control signal uy of the elliptical agents
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misalignment between the temporary formation and the predefined forma-
tion is displayed in Figure 4.8. Compared with Figure 4.3, the distance be-
tween initial positions and final formation in Figure 4.8 is about 80, which is
much smaller than the initial distance in Figure 4.3, which is about 110. The
control inputs for each elliptical agent are shown in Figure 4.9 and Figure
4.10. Shown in Figure 4.11 is the change of minimum collision distance of
each agent. The minimum distance between each agent and other agents is
greater than that in Figure 4.6. The change of heading angle based on the ro-
tation algorithm is shown in Figure 4.12. The heading angle of each elliptical
agent is changing to expand the minimum distance between each agent to
further prevent collision among agents.
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FIGURE 4.7: Trajectories of ten elliptical agents with adaptive
mapping algorithm and the rotation algorithm

4.5 Conclusion

This chapter proposed an event-triggered control algorithm to drive a group
of elliptical agents to a predefined formation. The control input update for
each agent was event-driven, depending on the minimum collision time and
deviation time of each agent. Each individual agent has its own event se-
quence. It can receive the state and velocity information of the others at
the time when an event is triggered. The probability-driven control law is
developed to prevent the stuck problem. Also, adaptive algorithms of map-
ping and angle rotation are proposed to enhance the performance of event-
triggered control algorithm. Mapping is updated based on the minimum
distance of distance to reach predefined formation. The rotation algorithm
is employed to expand the minimum collision distance among agents. Sim-
ulation results of the event-triggered control algorithm and event-triggered
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adaptive control algorithm were given to demonstrate the feasibility and ef-
fectiveness of the new control design scheme.
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5 Two-stage reconfiguration
strategy for multi-agent systems

5.1 Introduction

In this chapter, a two-stage reconfiguration strategy is presented for a group
of agents to find its special formation, which can be seen as transition of the
predefined formations, during idle time in order to minimize the reconfig-
uration time. The basic reconfiguration strategy combines with a random
mapping algorithm to find optimal special formation. To meet the practical
requirements, agents are modeled as circles or ellipses. The anti-overlapping
strategies are built to construct the achievable special formation based on the
geometric properties of circle and ellipse. Several examples with analysis are
presented to demonstrate the effectiveness and potential of the new design
technique.

To enhance the usability of multi-agent systems, reconfiguration strategy
should be proposed for execution of multiple formation tasks. In this chap-
ter, a two-stage reconfiguration strategy with a random mapping algorithm
is proposed to find the optimal special formation for a group of agents dur-
ing the idle time. The idle time is the time interval between two tasks. This
optimal special formation is found to minimize the expected reconfiguration
time. Agents are formed as dots, circles and ellipses, respectively. In [144],
[145], the mapping relationships between the group of agents and the pre-
defined desired formations is fixed. The agents are all considered as points,
which will not produce the overlapping problem in special designated for-
mation. In this chapter, mapping relations between current formation of the
group of agents and the predefined formations are adaptive based on the
current formation of the agents. The random mapping algorithm proposed
in this chapter is developed from [163]. The optimal special formation can
be obtained based on the probability of the occurrence of each predefined
formation, the corresponding absolute positions of each agent and the map-
pings achieved by the random mapping algorithm. In this chapter, the two-
stage reconfiguration strategy is applied into a group of dot agents to veri-
fied the usability of this algorithm. To get closer to reality, the agents should
have their own shapes, which are studied in much literature [94], [167]–[169].
In this chapter, agents are studied as dot agents, circular agents and ellipti-
cal agents. Once the agents are considered with their own shapes (circles
and ellipses), the overlapping problem will occur when only introduce the
two-stage reconfiguration strategy used in dot agents. Hence, the two-stage
reconfiguration strategy with the random mapping algorithm should be up-
dated based on the geometric features of the agents. The effectiveness of the
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two-stage reconfiguration strategy for dot agents, circular agents and ellipti-
cal agents are illustrated by simulation.

In this chapter, the main work is as follows. First, a two-stage reconfigura-
tion strategy based on dot agents is proposed during idle time with a random
mapping algorithm. Different with [144], [145], the mapping relationship ap-
plied in this chapter is changing based on the current positions of the agents
and the predefined formation. This mapping algorithm is constructed based
on the minimum expected moving distance between the current positions of
the group of agents and each predefined formation. Second, to meet the prac-
tical requirements, the two-stage reconfiguration scheme is improved due to
the circular shapes of the agents, which are used to find the optimal special
formation without overlapping problem during idle time. Third, the two-
stage reconfiguration strategy for elliptical agents is developed in view of
geometric features of the elliptical agents to deal with the overlapping prob-
lem happens among agents.

Notation. Throughout this chapter, Rm is an mth dimensional space of real
numbers. The symbol | · | represents the length of a vector. For any two points
a and b,

−−→
(a, b) represents the vector between a and b. Matrices are assumed to

be compatible for algebraic operations. If the dimensions of matrices are not
explicitly stated, they are assumed to be compatible for algebraic operations.

5.2 Two-stage reconfiguration strategy for dot agents

In this section, a two-stage reconfiguration is developed with a random map-
ping algorithm for dot agents. A special formation should be constructed
during idle time T to simplify the movement process in next process. The
position of each agent in this special formation can be obtained based on the
probability of each predefined formation being the next task and the map-
ping relations of the current positions for all agents and each predefined for-
mation. Idle time T is a period time between two movement process. In
our two-stage reconfiguration strategy, it is assumed that idle time T is fixed
and long enough to accomplish the calculation and movement to the special
formation. In the N agents are assumed to form the multi-agent system,

E = {E1 E2 · · · EN}. (5.1)

The predefined formation set with $ predefined formation is given as

F = {F1 F2 · · · F$}, (5.2)

while Fs ∈ F represents the sth predefined formation which is given as

Fs = { f s
1 f s

2 · · · f s
N} ∈ R2N. (5.3)

In (5.2), f s
i is the position of ith point in Fs, where f s

i ∈ R2. The current
positions for the multiple agents are given as

P = {p1 p2 · · · pN} ∈ R2N, (5.4)
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where pj = (xc
j , yc

j ), xc
j and yc

j are the x-axis coordinate and y-axis coordinate
for agent Ej, respectively. The special formation which is constructed during
idle time T can be written as

P(a) = {p1(a) p2(a) · · · pN(a)} ∈ R2N, (5.5)

where pj(a) = (xc
j (a), yc

j (a)), xc
j (a) and yc

j (a) are the x-axis coordinate and y-
axis coordinate for agent Ej in special formation, respectively. Instead of the
fixed relation between each agent and each predefined formation, the chang-
ing mappings are calculated to reduce the moving distance. The mapping
relations can be obtained by the random mapping algorithm. The random
mapping algorithm is based on the minimum moving distance for the whole
group of agents. For the sth predefined formation Fs, to find the optimal
mapping relation between Fs and P, the random mapping algorithm is de-
scribed as follows.
Initialization. In the first κ iterations, η mapping relations will be generated
in each iteration. In the kth iteration, the mapping relations are given as

Ms(k) = {Ms
1(k) Ms

2(k) · · · Ms
η(k)}, 0 < k ≤ κ, (5.6)

Ms
i (k) = {ms

1(k) ms
2(k) · · · ms

N(k)}, i ∈ η, (5.7)

where, Ms
i (k) ∈ Ms(k). The sum of the distance between Fs and P based on

each member in Ms(k) is calculated by Euclidean distance, which is given as

Ls(k) = {Ls
1(k) Ls

2(k) · · · Ls
η(k)}, (5.8)

Ls
i (k) =

N

∑
j=1
| f s

j (Ms
i (k))− pj|. (5.9)

The optimal mapping ms
op(k) satisfies that

Ls
op(k) = min{Ls(k), Ls

op(k− 1)}, (5.10)

where Ls
op(k− 1) represents the sum distance under optimal mapping in the

(k − 1)th iteration between Fs and P. For the first iteration, Ls
op(k − 1) can

be calculated based on the initial mapping relation Ms
0 which is given as a

condition, while

Ms
0 = {m̄s

1 m̄s
2 · · · m̄s

N}, 1 ≤ s ≤ $,

M0 = {M1
0 M2

0 · · · M$
0},

where M0 is the set of the initial mapping relations of the predefined forma-
tions. In the first κ iterations, the optimal mapping in each iteration will be
put into the optimal set Mop ∈ RNη,

Mop = {ms
op(1); ms

op(2); · · · ; ms
op(κ)}. (5.11)

Then. From the (κ + 1)th iteration, the similarity of Mop should be consid-
ered first. In the (κ + 1)th iteration, if no coincident element occurs in Mop,
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which means the optimal mappings in the first κ iterations are totally differ-
ent. Then η new mapping relations will be generated. The optimal mapping
ms

op(κ + 1) in the (κ + 1)th iteration could be filtered based on (5.8), (5.9) and
(5.10), while the optimal set Mop will be changed to

Mop = {ms
op(2); ms

op(3); · · · ; ms
op(κ + 1)}. (5.12)

If there are overlapping elements in each row in Mop, the algorithm will act
as follows. Assumed that r elements are the same in each row, if r � n, r
can be regarded as 0. Then, the algorithm will run as if there are no duplicate
elements. If r is big enough, then these overlapping elements can be seen as
the fixed elements in optimal mapping ms

op(κ + 1). Then, (n− r) mappings
with (N − r) elements in each mapping should be generated, where ms

i (κ +

1) ∈ R(N−r)(N−r), 0 < i ≤ n − r. Combined these (N − r) elements and r
fixed elements, based on (5.8), (5.9) and (5.10), optimal mapping ms

op(κ + 1)
can be obtained. Then the optimal set should be updated as (5.12). If all
mappings in Mop are the same, the final optimal mapping ms

op is written as
ms

op(κ).
The random mapping algorithm will iterate until the final optimal map-

ping is found.
To acquire the position for each agent in the special formation, the proba-

bility of occurrence of each predefined formation in the next mission should
be given first. The probability of sth predefined formation Fs is given as
qs, while qs

j represents the probability of agent Ej in the multi-agent sys-
tem to move to Fs in the next mission. It can be seen that qs ∈ [0, 1], while
q1 + q2 + · · ·+ q$ = 1. Using Lemma 1 in [144], the position for each agent
in special formation can be obtained by

pj(a) =
$

∑
i=1

qi
j f i

j , 1 ≤ j ≤ N, (5.13)

where qi
j is the probability of occurrence of the agent Ej in predefined forma-

tion Fi. The position corresponding to Ej agent based on mi
op in the ith pre-

defined formation. In this section, the agents are considered as dots, which
means no collision will occur among the agents. Hence, the positions for all
agents in the group based on (5.13) are the final positions in special forma-
tion. The algorithm for the two-stage reconfiguration algorithm for a group
dot agents is given as follow.

Algorithm 10 Two-stage reconfiguration for dot agents
Input:

The set of predefined formation, F;

The set of the current positions of the centers of the dot-shape agents,
P;

The number of the predefined formation, $;

The number of the agent, N;
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The coefficient, κ;

Initial mapping relation sets, M0;

Probability of each predefined formation, q = {q1 q2 · · · q$};
Output:

Find the special formation during idle time T, P(a);
1: for 1 ≤ s ≤ $ do
2: while do
3: for k = 1 : 10000000 do
4: if k ≤ κ then
5: Generate η mapping relations,
6: Ms(k) = {Ms

1(k) Ms
2(k) · · · Ms

η(k)};
7: for 1 ≤ i ≤ η do
8: Calculate the sum distance based on Ms

i ;
9: Ls

i (k) = ∑N
j=1 | f s

j (Ms
i (k))− pc

j |;
10: end for
11: Ls

op(k) = min{Ls
1(k) Ls

i (k) · · · Ls
i (k), Ls

op(k− 1)};
12: Find ms

op(k) based on Ls
op(k);

13: M(op)(k, :) = ms
op(k);

14: else
15: Find the number of overlapping elements in M(op), r;
16: if r = 0 or r � N then
17: Repeat the steps such as k ≤ κ;
18: Update M(op);
19: else if r < N then
20: r overlapping elements is seen as the fixed elements in

ms
op(k);

21: Generate N − r mappings with N − r elements;
22: Combined N − r generated elements and r fixed ele-

ments to find Ls
op(k);

23: Find ms
op(k) based on Ls

op(k);
24: Update M(op);
25: else
26: The final optimal mapping ms

op = ms
op(κ);

27: break;
28: end if
29: end if
30: end for
31: end while
32: end for
33: for 1 ≤ j ≤ N do
34: pj(sp) = ∑

$
i=1 qi

j f i
j ;

35: end for
36: Obtain the special formation P(a) = {p1(a) p2(a) · · · pN(a)}
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5.3 Two-stage reconfiguration strategy for circular
agents

In this section, the two-stage reconfiguration strategy for circular agents is
developed to investigate the overlapping problem. In reality, agents always
have their own shapes instead of dots, which will lead to collision and over-
lapping problems. To solve the possible overlapping issue, the two-stage
reconfiguration strategy for circular agents is proposed to find the optimal
special formation P(c) = {p1(c) p2(c) · · · pN(c)} for the group.

Firstly, the special formation P(a) in idle time T can be calculated by
(5.13). The distance between each point in P(a) should be calculated to de-
termine whether the circular agents overlap. The distance set Dc ∈ Rnn can
be calculated as

dc
jl = |pj − pl|, j 6= l,

dc
jl = ∞, j = l, (5.14)

where dc
jl is the distance between the positions pj and pl of agent Ej and agent

El in special formation, while pj and pl can be obtained by (5.13). To avoid
overlapping among circular agents, reference distance set D f is given as

D f =

 d f
11 d f

12 · · · d f
1N

...
...

...
...

d f
N1 d f

N2 · · · d f
NN

 ,

d f
jl = rj + rl + ε, j 6= l,

d f
jl = 0, j = l, (5.15)

where rj and rl are the radius of circular agent Ej and El, respectively. Coeffi-
cient ε is a constant parameter, while djl is the reference coincidence distance
for agent Ej to agent El. The difference between D f and Dc is given as

D̃ = D f − Dc,

d̃jl = d f
jl − dc

jl. (5.16)

Based on D̃, it can be determined whether there is overlap among circular
agents. For agent Ej,

(1) if all d̃jl ∈ D̃ ≤ 0, agent Ej does not have overlapping problem;

(2) if there is d̃jl ∈ D̃ > 0, there is overlapping problem for Ej. Assumed
that α agents coincide with Ej, the overlapping agent set of Ej is given
as

Ej(P(c)) = {Ej
1(P(c))Ej

2(P(c))
· · · Ej

α(P(c))}.
(5.17)
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To analyze the overlapping direction, the following decision method is
proposed {

S1 = {(xc
l (a)− xc

j (a))},
S2 = {(yc

l (a)− yc
j (a))}, (5.18)

where agent El ∈ Ej(P(c)), and xc
l (a), xc

j (a), yc
l (a) and yc

j (a) are the x-
axis and y-axis coordinates of agent Ej and El in special formation P(a),
respectively. If any s1, s2 ∈ S1, s1× s2 > 0 or any s3, s4 ∈ S2, s3× s4 > 0,
the overlapping areas of the agent Ej and all El ∈ Ej(P(c)) is on one
side;

(3) if there is s1, s2 ∈ S1, s1× s2 < 0 and s3, s4 ∈ S1, s3× s4 < 0, the overlap-
ping areas surround Ej.

Under the above conditions, the positions for circular agents in optimal spe-
cial formation P(c) can be updated based on the Theorem 3 as follows.

Theorem 3. Let the circular agents be currently positioned P. Based on the special
formation P(a) obtained in (13), the positions for multiple circular agents in special
formation P(c) can be obtained as

(1) Under condition (1), pj(c) = pj(a);

(2) Under condition (2),

pj(c) =


pj(a)− (µ(d f

jl − dc
jl) cos θjl, 0),

s1 × s2 > 0
pj(a)− (0, µ(d f

jl − dc
jl) sin θjl),

s3 × s4 > 0,

pl(c) = pl(a).

(3) Under condition (3),

pj(c) = pj(a).

pl(c) = pl(a) + (d f
jl − dc

jl)
pl(a)− pj(a)
|pl(a)− pj(a)| ,

where pj(c) is the position of agent Ej in P(c) and pj(a) is the position of agent Ej

in P(a). Distance dc
jl and d f

jl is obtained in (5.14) and (5.15), and θjl is the angle

between between
−−−−−−−−→
(pj(a), pl(a)) and axis x or y based on S1 and S2. The parameter

µ is a positive coefficient, where 0 < µ < 1. In (2), to calculate pj(c), agent El is
corresponding to the maximum distance on moving direction, while the positions of
Ej and El are given as pj(a) = (xc

j (a), yc
j (a)) and pl(a) = (xc

l (a), yc
l (a)).
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Proof. Consider condition (1) in Theorem 3, if all d̃jl ∈ D̃ ≤ 0 for agent Ej, it
can be seen that there is no overlapping problem for Ej. Hence the position
pj(c) does not need to be updated based on pj(a), which is given as

pj(c) = pj(a). (5.19)

For condition (2) in Theorem 3, if any s1, s2 ∈ S1, s1 × s2 > 0 or any
s3, s4 ∈ S2, s3 × s4 > 0, then it can be seen that all agents that overlapped
with agent Ej are on one side of agent Ej. Coincidence distances Dj of Ej and
El ∈ Ej(P(c)) can be obtained as

Dj = {d1 d2 · · · dα},

dl = d f
jl − dc

jl, 1 ≤ l ≤ α, (5.20)

where d f
jl and dc

jl can be obtained in (5.14) and (5.15).

If s1 × s2 > 0, then Dj will be projected onto the x-axis as

Dj
p = {dDj

p
1 d

Dj
p

2 · · · d
Dj

p
α },

d
Dj

p
l = dl cos θjl, 1 ≤ l ≤ α, (5.21)

where θjl is the angle between
−−−−−−−−→
(pj(a), pl(a)) and x-axis,

θjl = arccos
xc

l (a)− xc
j (a)

|pl(a)− pj(a)| , El ∈ Ej(P(c)), (5.22)

where pj(a) and pl(a) are the positions of Ej and El in P(a), respectively. And
xc

j (a) and xc
l (a) are the coordinates of these two agents in x-axis. Based on

(5.21) and (5.22), moving vector λj for agent Ej is written as

λj = |λj|ejl, (5.23)

where |λj| represents the length of λj for Ej,

|λj| = µ max Dj
p

= ±µ(d f
jl − djl) cos θjl, (5.24)

where 0 < µ < 1 is a constant coefficient, and El is corresponded to max Dj
p.

Symbol ± is decided by θjl. The unit vector that
−−−−−−−−→
(pj(a), pl(a)) projects onto

the x-axis is ejl = [±1, 0], which is decided by θjl. If all xc
l (a)− xc

j (a) > 0, all
El ∈ Ej(P(c)) are on the right side of Ej. Thus, −π/2 < θjl < π/2, and the
moving direction of Ej is along [−1, 0]. The moving distance is given as

|λj| = µ(d f
jl − djl) cos θjl. (5.25)
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If all xc
l (a) − xc

j (a) < 0, the circular agents in Ej(P(c)) distribute in the left
side of Ej, while π/2 < θjl < 3π/2, and ejl = [1, 0]. The moving distance for
Ej is obtained by

|λj| = −µ(d f
jl − dc

jl) cos θjl. (5.26)

If s3 × s4 > 0, the moving direction is on y-axis, the moving distance for
Ej is written as

|λj| = ±µ(d f
jl − dc

jl) sin θjl, (5.27)

where El corresponds to max Dj
p, and 0 < µ < 1. The direction vector ejl is

written as ejl = [0,±1]. When all El ∈ Ej(P(c)) satisfy yc
l (a)− yc

j (a) > 0, all
El are above Ej. Angles θjl satisfy 0 < θjl < π, and ejl = [0,−1]. The moving
distance is obtained by

|λj| = µ(d f
jl − dc

jl) sin θjl. (5.28)

If all yc
l (sp)− yc

j (sp) < 0, all El are below agent Ej, and−π < θjl < 0. Hence,
ejl = [0, 1], and the moving distance is written as

|λj| = −µ(d f
jl − dc

jl) sin θjl. (5.29)

Based on above derivation, the position of Ej in P(c) can be written as

pj(c) =

 pj(a)− (µ(d f
jl − dc

jl) cos θjl, 0), s1 × s2 > 0

pj(a)− (0, µ(d f
jl − dc

jl) cos θjl), s3 × s4 > 0,
(5.30)

where El is corresponding to the maximum moving distance in moving di-
rection. The position pl(c) of El ∈ Ej(P(c)) in P(c) is same with pl(a),
which is given as

pl(c) = pl(a). (5.31)

For condition (3) in Theorem 3, if there is s1 × s2 < 0 and s3 × s4 < 0,
which means the overlapped agents of Ej are around Ej. The position of Ej
in P(c) keeps the original position in P(a),

pj(c) = pj(a). (5.32)

For El ∈ Ej(P(c)), the moving vector λl can be obtained by

λl = |λl|e
j
l , (5.33)

where |λl| is the length of moving distance of El, and ej
l is the unit vector of

moving direction.

|λl| = dl = d f
jl − dc

jl, (5.34)

ej
l =

pl(a)− pj(a)
|pl(a)− pj(a)| , (5.35)
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where dl is the maximum overlapping distance between El and Ej. The center
positions of Ej and El are represented by pj and pl, respectively. Hence the
positions of Ej and El ∈ Ej(P(c)) are given as

pj(c) = pj(a). (5.36)

pl(c) = pl(a) + (d f
jl − dc

jl)
pl(a)− pj(a)
|pl(a)− pj(a)| . (5.37)

Remark 7. Note that, moving direction for Ej in (5.30) is decided by the angle θjl of
−−−−−−−−→
(pj(a), pl(a)). Different values of θjl will lead to the values of cos θjl and sin θjl to
be positive or negative. Hence the formula of moving distance should consider this
problem. The algorithm will run until the system reaches non-overlapping state.

5.4 Two-stage reconfiguration strategy for ellipti-
cal agents

In this section, the two-stage reconfiguration strategy for a group of ellipti-
cal agents is established. The agents in the group are modeled as ellipses
because many practical agents have a long and narrow shape. The objective
of the two-stage reconfiguration strategy for elliptical agents is to update the
positions in special formation P(a) obtained in Section 5.2 to find the spe-
cial formation Pc(e) for elliptical agents. The special formation is written
as P(e) = {p1(e) p2(e) · · · pN(e)}. The updated reconfiguration scheme is
used to avoid overlapping problem among elliptical agents. The difficulty
addressed in this section is the decision method of coincident of elliptical
agents and the maximum overlap distance for two elliptical agents. First, the
formula of elliptical agent Ej is given as

Ej : [xj, yj, 1]Aj[xj, yj, 1]T = 0 (5.38)

where

Aj =


cos2 φj

a2
j

+
sin2 φj

b2
j

sin 2φj

a2
j

2Aj1 cos φj

a2
j

− sin 2φj

b2
j

sin2 φj

a2
j

+
cos2 φj

b2
j

2Aj1 sin φj

a2
j

−2Aj2 sin φi

b2
j

2Aj2 cos φj

b2
j

A2
j1

a2
j
+

A2
j2

b2
j
− 1

 ,

where Aj is the parameter matrix based on heading angle φj with

Aj1 = xc
j cos φj + yc

j sin φj,

Aj2 = −xc
j sin φj + yc

j cos φj.
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In Aj, aj represents the long axes of the Ej, and bj is the short axes. The
coordinate of center of agent Ej given in (5.4) is given as (xc

j , yc
j ). The set of

points on Ej is described as follow,

P̂j = { p̂j = (xj, yj)|
xj = aj cos ϑ cos φj − bj sin ϑ sin φj + xc

j ,

yj = aj cos ϑ sin φj + bj sin ϑ cos φj + yc
j}, (5.39)

where ϑ ∈ [0, 2π]. Based on the special formation P(a), the following equa-
tions for Ej and El should be solved to make the decision of whether there is
overlapped problem based on (5.38),{

[xj(a), yj(a), 1]Aj[xj(a), yj(a), 1]T = 0,
[xl(a), yl(a), 1]Al[xl(a), yl(a), 1]T = 0.

(5.40)

Four conditions will occur based on (5.40). For agent Ej:

(1) if there is no real solution in (5.40) for any El ∈ E, El 6= Ej, and p̂j ∈ P̂j
satisfies

[ p̂j, 1]Al[ p̂j, 1] > 0,

or p̂l ∈ P̂l satisfies

[ p̂l, 1]Aj[ p̂l, 1] > 0,

then there is no intersection between El and Ej.

(2) If there is no real solutions in (5.40) for any El ∈ E, and p̂j ∈ P̂j satisfies

[ p̂j, 1]Al[ p̂j, 1] < 0,

or p̂l ∈ P̂l satisfies

[ p̂l, 1]Aj[ p̂l, 1] < 0,

then Ej and El are inclusion relationship in P(a).

If there are more than one real solution in (5.40) for El ∈ E, the over-
lapped problem is existed in P(a). Assumed β agents coincide with Ej
(contain inclusion relationship), the overlapping set for Ej is written as

Ej(P(e)) = {Ej
1(P(e)) Ej

2(P(e))
· · · Ej

β(P(e))}.
(5.41)

The surrounding relationships of Ej and El ∈ Ej(P(e)) are specified in
(3) and (4).
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(3) Analyzing surrounding conditions of the overlapping direction is given
as {

S3 = {(xc
l (a)− xc

j (a))},
S4 = {(yc

l (a)− yc
j (a))}, (5.42)

where El ∈ Ej(P(e)). If any s1 ∈ S3, s2 ∈ S3, s1 × s2 > 0 or any s3 ∈
S4, s4 ∈ S4, s3 × s4 > 0, then the overlapping areas of the agent Ej and
all El ∈ Ej(P(e)) are on one side.

(4) If there is s1 ∈ S3, s2 ∈ S3, s1 × s2 < 0 and s3 ∈ S4, s4 ∈ S4, s3 × s4 < 0,
the intersections of Ej and El ∈ Ej(P(e)) are around Ej.

The positions for elliptical agents in optimal special formation P(e) can be
updated based on the Theorem 4 as follows.

Theorem 4. Let the elliptical agents satisfied (5.38) be currently positioned in P.
Based on the special formation P(a) obtained in (5.13), the positions for multiple
elliptical agents in special formation P(e) can be obtained as

(1) Under condition (1), pj(e) = pj(a);

(2) Under condition (2) and (3),

pj(e) =


pj(a)− ((µdjl cos θjl + ε), 0),
s1 × s2 > 0
pj(a)− (0, (µdjl sin θjl + ε)),
s3 × s4 > 0,

pl(e) = pl(a).

(3) Under condition (2) and (4),

pj(e) = pj(a).

pl(e) = pl(a) + (djl + ε)ejl,

where pj(e) is the position of agent Ej in P(e) and pj(a) is the position of agent Ej in
P(a). Distance djl is the moving distance of Ej, and θjl is the projection angle of djl
to x-axis. The constant parameter µ is used to control the length of moving distance,
and 0 < µ < 1. Coefficient ε is proposed to ensure the moving distance. In (3), ejl is
the moving direction for El ∈ Ej(P(e)).

Proof. For condition (1) in Theorem 4, there is no coincident problem of Ej.
Hence, the position pj(e) can be obtained by

pj(e) = pj(a), (5.43)

where pj(a) is the position of Ej in special formation P(a), which is calculated
in (5.13).
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For condition (2) in Theorem 4, all intersections of Ej are on one side of
Ej. Moving vector λj of agent Ej can be obtained by

λj = µ|λj|ejl + ε, (5.44)

where |λj| is the moving distance of agent Ej, and ejl is the moving direction.
Parameter µ is the positive coefficient, and 0 < µ < 1, and ε is a positive
coefficient to ensure the moving length of agent Ej. Moving distance |λj| can
be obtained based on the conditions of overlapping distribution. If s1 × s2 >
0, s1 ∈ S3, s2 ∈ S3, the intersections are distributed to the left or right of Ej,
and |λj| can be written as

|λj| = max{djl| cos θjl|}, El ∈ Ej(P(a)), (5.45)

where djl is the moving distance of Ej based on El, while θjl is the angle
between moving direction and x-axis.

There are three situations to calculate djl and θjl. The first situation is
that there are more than two real solutions of (5.40), which means two agents
have more than two points of intersection. Second situation is the inscribed
situation, which is given as: there are one or two points of intersection p̂1 =
(x1, y1) and p̂2 = (x2, y2), and there are

d f (x, y) =
√
(x− xc

l (a))2 + (y− yc
l (a))2,

d f ( p̂1) > d f ( p̂j),
d f ( p̂2) > d f ( p̂j),

p̂j ∈ P̂j, p̂j 6= p̂1, p̂j 6= p̂2, (5.46)

where p̂j is points on Ej which is different from p̂1 and p̂2. The third situation
is the containing situation, which is given as: there is no real solutions in
(5.40), however, p̂j ∈ P̂j satisfies

[ p̂j, 1]Al[ p̂j, 1] < 0. (5.47)

or p̂l ∈ P̂l satisfies

[ p̂l, 1]Aj[ p̂l, 1] < 0, (5.48)

which means Ej and El have containing relationship. The overlap area of Ej
and El is relatively large corresponding to Ej. Hence, the moving distance djl
is defined as

djl = max{aj, al}, (5.49)

where aj and al are the long axis of Ej and El, respectively. The angle θjl is
given as

θjl = arccos
xc

l (sp)− xc
j (sp)

|pl(sp)− pj(sp)| , (5.50)
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where pj(a) and pl(a) are the locations of Ej and El in special formation P(a)
obtained in (5.13), respectively, and xc

j (a) and xc
l (a) are the x-axis coordinates

of Ej and El.
If there are two real solutions for (5.40), or (5.40) exists one real solution

(x1, y1), which satisfies

[ p̂j, 1]Al[ p̂j, 1] ≥ 0, (5.51)

where p̂j ∈ P̂j. The coincidence distance djl of Ej and El ∈ Ej(P(e)) can be
obtained by

[x1, y1, 1]Aj[x1, y1, 1]T = 0,

[x1, y1, 1]Al[x1, y1, 1]T = 0,
[x2, y2, 1]Aj[x2, y2, 1]T = 0,

[x2, y2, 1]Al[x2, y2, 1]T = 0,

mjl =
y1 − y2

x1 − x2
,

ym1 = mjlxm1 + b1,
ym2 = mjlxm2 + b2,

djl =
|b1 − b2|√

m2
jl + 1

(5.52)

where (x1, y1) and (x2, y2) are the points of intersection between Ej and El.
The slop of line between (x1, y1) and (x2, y2) is given as mjl. The points of
tangents based on mjl can be obtained, while (xm1, ym1) and (xm2, ym2) are
two tangent points which have shortest distance. Parameters b1 and b2 can be
calculated based on mjl, (xm1, ym1) and (xm2, ym2). The overlapped distance
djl between Ej and El will be calculated based on mjl, b1 and b2. Angle θjl is
written as

θjl = arctan(− 1
mjl

). (5.53)

The moving direction of Ej is given as ejl = [±1, 0]. Based on s1× s2 > 0, s1 ∈
S3, s2 ∈ S3, the moving direction of Ej is along x-axis. If all xc

l (a)− xc
j (a) > 0,

all intersections of Ej distribute on the right side of Ej, ejl = [−1, 0]. If all
xc

l (a)− xc
j (a) < 0, all intersections of Ej distribute on the left side of Ej, ejl =

[1, 0].
If s3 × s4 > 0, s3 ∈ S4, s4 ∈ S4, the intersections distribute above or below

Ej, and |λc
j | can be written as

|λc
j | = max{djl| sin θjl|}, El ∈ Ej(P(a)), (5.54)

where djl can be obtained in (49) and (52). The angle θjl is calculated in (5.50)
and (5.53). The moving direction of Ej is given as ejl = [0,±1]. Based on
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s3 × s4 > 0, s3 ∈ S4, s4 ∈ S4, the moving direction of Ej is along y-axis. If all
yc

l (a)− yc
j (a) > 0, all intersections of Ej distribute above Ej, and ejl = [0,−1].

If all yc
l (a)− yc

j (a) < 0, all intersections of Ej distribute below Ej, and ejl =

[0, 1]. Based on above derivation, the updated position pj(e) of Ej in P(e) is
given as

pj(e) =


pj(a)− ((µdjl cos θjl + ε), 0),
s1 × s2 > 0
pj(a)− (0, (µdjl sin θjl + ε)),
s3 × s4 > 0,

(5.55)

where El is corresponding to (5.46).
In condition (2), El ∈ Ej(P(e)) does not change its position based on P(a),

which is written as

pl(e) = pl(a). (5.56)

For condition (3) in Theorem 4, the overlapping agents El ∈ Ej(P(e))
distribute around Ej. In this condition, the position of Ej in P(e) keeps the
original position in P(a),

pj(e) = pj(a), (5.57)

which means |λj| = 0. For El ∈ Ej(P(e)), the moving vector λl is calculated
as

λl = µ|λl|el + ε, (5.58)

where µ and ε are the positive coefficients, while |λl| is the length of moving
distance for El which can be obtained based on (5.49) and (5.52). Moving
direction ejl of El is obtained based on the overlapping situations. If |λl| is
obtained by (5.49), moving direction ejl is calculated by

ejl =
pl(a)− pj(a)
|pl(a)− pj(a)| , (5.59)

where pl(a) and pj(a) are the coordinations of center of El and Ej in special
formation P(a). If |λl| is obtained by (5.52), moving direction ejl is calculated
by

ejl = (cos θjl, sin θjl)

= (cos(arctan(− 1
mjl

)), sin(arctan(− 1
mjl

))). (5.60)

Hence, the updated positions of El ∈ Ej(P(e) are given as

pl(e) = pl(a) + λl

= pl(a) + (djl + ε)ejl. (5.61)

Remark 8. Note that the iterative moving among elliptical agents may lead to the
new overlapping problem. Hence, the algorithm will loop until the special formation
P(e) is found without overlapping.
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5.5 Simulation results

In this section, simulation results are given to illustrate the feasibility of the
two-stage reconfiguration strategy for a group of agents. Five agents form
the multi-agent system, and it is assumed that all agents have the same con-
trol strategy. Three examples are provided in the simulation study to demon-
strate the effect on constructing the special formation and avoiding overlap-
ping problem with the two-stage reconfiguration strategy.

Example 1 In this example, agents are modeled as dots. Four predefined
formations are given as the predefined formations, and make up the prede-
fined formation set F, which are given below

F1 = {(5 8), (7 8), (9 8), (6 6), (8 6)},
F2 = {(−9 − 12), (−7 − 15), (−5 − 18),
(−3 − 15), (−1 − 12)},

F3 = {(−15 5), (−12 3), (−15 1), (−9 1), (−9 5)},
F4 = {(11 − 3), (12 − 5), (14 − 4), (13 − 7), (15 − 6)}.

The probabilities of the predefined formations F1, F2, F3 and F4 are given by
q1 = 0.15, q2 = 0.3, q3 = 0.35, and q4 = 0.2, respectively, and q1 + q2 + q3 +
q4 = 1. The different special formation generated by Algorithm 10 based on
different P is given in Figures 5.1-5.4. In these figures, legend ∗ denotes the
coordinates of the points in the predefined formations, legend 4 represents
the current positions P for these agents, and legend ◦ represents the special
formation for the system. It can be seen that the special formations have dif-
ferent forms because the current position of each agent leads the different
mapping relationships to the possible formations. The corresponding map-
ping relationships mop(F) to these four predefined formations with κ = 10
and η = 5 are given below.

mop(F1) =


1 2 3 4 5
1 2 5 4 3
5 1 2 3 4
1 4 3 2 5

 .

mop(F2) =


1 4 2 3 5
1 2 3 4 5
3 1 2 4 5
1 3 4 5 2

 .

mop(F3) =


1 3 4 5 2
1 3 2 5 4
1 2 3 4 5
3 2 4 5 1

 .

mop(F4) =


1 4 3 2 5
1 5 4 3 2
1 2 5 3 4
1 2 3 4 5

 .
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FIGURE 5.1: Special formation for five agents located in F1
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FIGURE 5.2: Special formation for five agents located in F2
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FIGURE 5.3: Special formation for five agents located in F3
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FIGURE 5.4: Special formation for five agents located in F4
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It can be seen that the different initial positions of five agents will lead the
different special formations. This is because of the random mapping algo-
rithm employed in the two-stage reconfiguration strategy.

Example 2 The agents are modeled as circle shapes. Four predefined for-
mations are given to make up the predefined formation set F, which are given
below

F1 = {(20 16), (28 16), (36 16), (24 8), (31 8)},
F2 = {(−18 − 32), (−12 − 40), (−5 − 48), (−4 − 40),
(−1 − 32)},

F3 = {(−37 15), (−33 5), (−38 − 2), (−29 − 2),
(−29 15)},

F4 = {(21 − 18), (27 − 23), (30 − 12), (34 − 25),
(23 − 31)}.

Circular agents in F are not overlapping with the other agents. The radius of
each agent is given as

r = {2 3 4 3 2}.
The parameters ε and µ are set as ε = 0.2, µ = 0.3. The special formation for
circular agents is illustrated in Figure 5.5. Circular agents are located in F1.
The final positions of the whole group are given in P1(c), which is shown as

P1(c) = {(−14.68 − 4.90),
(−5.29 − 6.20),
(4.32 − 6.20),

(−3.20 − 14.10),
(−5.61 − 23.70)}.

The special formation for circular agents located in F2 is illustrated in Figure
5.6. The final positions of the whole group are given in P2(c), which is shown
as

P2(c) = {(−3.15 − 9.35),
(−0.49 − 14.60),
(−21.18 − 15.50),
(−12.16 − 15.60),

(0.95 − 4.35)}.
The special formation for circular agents located in F3 is illustrated in Figure
5.7. The final positions of the whole group are given in P3(c), which is shown
as

P3(c) = {(−9.35 − 7.95),
(2.62 − 15.25),

(−12.74 − 15.30),
(−3.72 − 16.56),
(−0.25 − 4.35)}.
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FIGURE 5.5: Special formation for five circular agents located
in F1
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FIGURE 5.6: Special formation for five circular agents located
in F2
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The special formation for circular agents located in F4 is illustrated in Figure
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FIGURE 5.7: Special formation for five circular agents located
in F3

5.8. The final positions of the whole group are given in P4(c), which is shown
as

P4(c) = {(−7.57 − 7.95),
(−4.18 − 12.45),
(−11.23 − 15.30),
(−1.25 − 18.90),
(0.95 − 4.35)}.

It can be seen that the special formation for these circular agents is con-
structed without the overlapping problem.

Example 3 In this example, the agents are modeled as ellipses. Four pre-
defined formations are given to form the predefined formation set F, which
are same with predefined formation set in Example 2. The elliptical proper-
ties of the elliptical agents are[

a1, b1, θ1
]
=
[
2, 1, 0◦

]
,
[
a2, b2, θ2

]
=
[
4, 2, 127◦

]
,[

a3, b3, θ3
]
=
[
3, 1, 341◦

]
,
[
a4, b4, θ4

]
=
[
5, 3, 76◦

]
,[

a5, b5, θ5
]
=
[
2, 1, 42◦

]
.

Parameters of ε and µ are taken as ε = 0.2, µ = 0.3. The special formation for
elliptical agents is illustrated in Figure 5.9. The agents are located in F1. The
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FIGURE 5.8: Special formation for five circular agents located
in F4

final position P1(e) of each agent is obtained as

P1(e) = {(−11.15 − 5.55),
(−3.55 − 6.75),
(0.99 − 12.85),

(−7.00 − 15.30),
(−1.60 − 18.50)}.

The special formation for elliptical agents is illustrated in Figure 5.10. The
agents are located in F2. The final position P2(e) of each agent is obtained as

P2(e) = {(−10.90 − 10.30),
(−6.55 − 14.05),
(−2.40 − 20.10),
(−1.25 − 6.55),
(−6.15 − 9.15)}.

The special formation for elliptical agents is illustrated in Figure 5.11. The
agents are located in F3. The final position P3(e) of each agent is obtained as

P3(e) = {(−6.95 − 7.95),
(−5.35 − 12.85),
(−9.45 − 15.30),
(−0.25 − 18.50),
(−0.25 − 4.35)}.

The special formation for elliptical agents is illustrated in Figure 5.12. The
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FIGURE 5.9: Special formation for five elliptical agents located
in F1
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FIGURE 5.11: Special formation for five elliptical agents located
in F3

agents are located in F4. The final position P4(e) of each agent is obtained as

P4(e) = {(−9.95 − 9.05),
(−5.35 − 9.35),
(0.20 − 5.55),
(0.85 − 17.30),

(−6.30 − 17.70)}.

It can be seen that the five agents can find their special formation during idle
time by using the two-stage reconfiguration strategy. The special formation is
changing based on the mapping relationship between the current positions
of these agents and each predefined formation. At the same time, circular
agents and elliptical agents can avoid overlapping problems effectively.

5.6 Conclusion

This section proposed a two-stage reconfiguration strategy for a group of
agents. By applying the two-stage reconfiguration algorithm during idle
time, it can shorten the expected reconfiguration time when the next com-
mand with formation changing is given. These agents are modeled as dots,
circles and ellipses to gradually approach the practical application. In this
chapter, the two-stage reconfiguration strategy combined with the random
mapping algorithm is proposed to find the special formation during idle time
based on optimal mappings to predefined formation set. The two-stage re-
configuration scheme is improved for circular agents and elliptical agents
to deal with the overlapping problem which may appear in the special for-
mation by using the two-stage reconfiguration strategy for dot agents. The
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Formation 1

Formation 2

Formation 3

Formation 4

Special formation

FIGURE 5.12: Special formation for five elliptical agents located
in F4

simulations of the two-stage reconfiguration strategy were given to demon-
strate the feasibility and effectiveness of the new reconfiguration strategy. In
our future work, the varying-probability of each predefined formation will
be studied to make the reconfiguration scheme more flexible.
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6 Conclusion

Collision-free formation control strategies for multiple elliptical agents and
the two-stage reconfiguration strategies for multi-agent systems are consid-
ered in this thesis. The algorithms feature localised and decentralised struc-
ture and distributed computing. In Chapter 2, the formation control strategy
with random mapping algorithm is proposed. The communication among
elliptical agents are limited, in which only identities of the agents and the
optimal mapping decision in each iteration. Individual agent can obtain its
neighbors’ position information by using its senors. The predefined forma-
tion is treated as the reference of the final formation, which the group of
elliptical agents should achieve. The agents do not need to move to the fixed
points in the predefined formation. They only need to find the optimal posi-
tions based on the displacements from the predefined formation. Formation
controller for each elliptical agent is developed based on the its desired posi-
tion, which is obtained by using its current position, its neighbors’s position
information and its desired position. The desired position of individual agent
is calculated based on the its position in predefined formation correspond-
ing with the optimal mapping, and its neighbors’ corresponding positions in
the predefined formation. The random mapping algorithm is investigated to
find the optimal mapping in each iteration until the agents reach their final
formation. Collision avoidance algorithm is developed based on the mov-
ing orientation and moving distance based on the agents’ avoidance groups,
while the self-center-based rotation algorithm is constructed to extend the
minimum distances among elliptical agents.

To improve the efficiency of the collision-free formation control strategy
in Chapter 2, an adaptive collision-free formation control strategy is devel-
oped in Chapter 3. The adaptive random mapping algorithm replaces the
random mapping algorithm to improve efficiency and reduce the computa-
tional burden. It executes during the group moving. The adaptive mapping
scheme is built based on the minimum value of the total distances corre-
sponded to the generated mappings in each iteration, which is calculated
based on the current positions and the desired positions in that iteration of all
agents. The optimal mapping pool is constructed to place the optimal map-
pings in each iteration. After a fixed number of iterations, we can find the
following optimal mappings based on the repeat rate and reacting elements
relying on the optimal mapping pool. An adaptive parameter is introduced
to the formation controller of individual elliptical to adapt to the variety of
the number of the elements in its avoidance groups, its desired positions and
the minimum distance it has. The moving length can be adjusted based on
this adaptive parameter.

To accommodate a larger group of elliptical agents, Chapter 4 presents
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event-triggered probability-driven formation control scheme for a group of
elliptical agents. The event-triggered scheme is investigated by using the
collision time and the deviation time. Each elliptical agent has its own event
sequence. Agents only need to receive the state and velocity information in
accordance with their own event sequence. The collision time for individual
agent is obtained based on the position and velocity information of its possi-
ble collision agents, while relative velocity in the direction of obstacle avoid-
ance should be calculated based on the velocities of its current velocity and
the velocity of its possible collision agents. The deviation time for each ellip-
tical agent can be calculated based on its position and velocity information
and its desired position based on the predefined formation. The probability-
driven controller is developed to deal with the stuck problem which may
happen during formation moving. To improve the performance of the event-
triggered formation control strategy, the adaptive schemes for mapping deci-
sion and heading angle rotation are employed to find the optimal mapping,
reduce moving distance of the whole group and maintain collision free in the
group.

Chapter 5 attempts to implement a two-stage reconfiguration strategy for
multi-agent systems. This strategy is employed to find the special forma-
tion during idle time, which can be seen as transition of the predefined for-
mations, in order to minimize the reconfiguration time. First, the two-stage
reconfiguration scheme for dot agents is proposed to be treated as a basic re-
configuration strategy. The random mapping algorithm is introduced to find
the optimal mapping for each predefined formation. These optimal map-
pings will lead the group of agents to find their optimal special formation. To
meet the practical requirements, the agents are modeled as circles or ellipses
to consider overlapping problem, which may happen by using the two-stage
reconfiguration strategy for dot agents. The anti-overlapping strategies are
built to construct the achievable special formation based on the geometric
properties of circle and ellipse.

The main contributions of this thesis are given as follows.

1 New control schemes are proposed to drive a group of elliptical agents
to a predefined formation. All agents are assumed to have the same
form of control law and reference formation. Only restricted commu-
nication among agents is allowed, and they can send and receive iden-
tification numbers to and from other agents in the system. The con-
troller of each agent is established based on the midpoint derived from
their neighborhood. An adaptive parameter is introduced to the forma-
tion control strategy to adapt to the variety neighboring environment
of each elliptical agent. The collision among elliptical agents can be
avoided by choosing optimal path and removing obstacle angles. A
self-center-based rotation algorithm is also proposed to guarantee col-
lision avoidance when two agents approach to each other.

2 The desired formation is obtained based on the displacements and pre-
defined formation, which are obtained though a reference mapping.
Agents can find their optimal mapping decisions based on the random
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mapping algorithm. During each sampling interval, several possible
mappings are generated and the sums of distances with corresponding
agents under each possible mapping decision are calculated to be com-
pared with the others. The shortest one will be chosen to be the optimal
formation in the corresponding interval. To reduce the computational
burden, an adaptive random mapping algorithm is developed based on
the random mapping algorithm. It is achieved based on the repeat rate
and repeating elements in each optimal mapping.

3 An event-triggered probability-driven formation control scheme is in-
vestigated for multiple elliptical agents. Each agent has its own event
sequence based on the minimum collision time and the deviation time
calculated by itself. Agents only need to receive the state and velocity
information in accordance with their own event sequence. Probability-
driven controller is established to prevent the stuck problem among
agents, which may happen when two or more elliptical agents are too
close to each other.

4 A two-stage reconfiguration strategy based on dot agents is proposed
during idle time with a random mapping algorithm. The mapping re-
lationship applied in this thesis is changing based on the current posi-
tions of the agents and the predefined formation. This mapping algo-
rithm is constructed based on the minimum expected moving distance
between the current positions of the group of agents and each prede-
fined formation. To meet the practical requirements, the two-stage re-
configuration scheme is improved due to the circular shapes and ellip-
tical shapes of the agents, which are used to find the optimal special
formation without overlapping problem during idle time.
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