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#### Abstract

The Feynman-Hellmann approach to computing matrix elements in lattice QCD by first adding a perturbing operator to the action is described using the transition matrix and the Dyson expansion formalism. This perturbs the energies in the two-point baryon correlation function, from which the matrix element can be obtained. In particular at leading order in the perturbation we need to diagonalize a matrix of near-degenerate energies. While the method is general for all hadrons, we apply it here to a study of a sigma to nucleon baryon transition vector matrix element.


DOI: 10.1103/PhysRevD.108.034507

## I. INTRODUCTION

Quantum chromodynamics-the theory of quarks and gluons has been spectacularly successful in describing inelastic scattering of particles at very high energies, as witnessed in particle accelerators. In this region the coupling constant decreases and allows the application of perturbation theory for quarks and gluons. However at lower energies these bind into hadrons. This is a nonperturbative effect and presently the most successful method to try to describe this is via numerical Monte Carlo simulations of a discretized version of QCD-lattice QCD. While this approach has been pursued from the early days of QCD, it is only recently that computer speeds have improved to such an extent that reasonably accurate numerical results are possible. The general situation of the field is given in [1]. While many

[^0]early computations were for the mass spectrum, more recently the focus is on matrix elements, particularly for the nucleon or more generally for the baryon octet. ${ }^{1}$

Most of these baryon matrix elements are needed at nonzero momentum transfer. Typical examples are those relevant to lepton-hadron scattering processes leading to form factors, e.g. see [2-4] for recent reviews, or to inelastic processes such as deep inelastic scattering (DIS) with the associated parton distribution functions (PDFs) e.g. [5,6] or alternatively via the related hadron tensor or Compton amplitude to give the structure function [7-9]. [Often the operator product expansion (OPE) is used as it is simpler to determine moments of structure functions, which are also related to matrix elements.] Alternatively matrix elements at low energies for baryon (or meson) semileptonic decays are of interest. Indeed, these matrix elements are becoming increasingly important, as they provide crucial input into the precision determination

[^1]of elements of the Cabibbo-Kobayashi-Maskawa (CKM) [10,11], nuclear physics [12] and the search for beyond-the-standard-model effects in neutron $\beta$-decay, [13-16], and as such are to be regarded as complementary to searches at the large hadron collider (LHC).

Traditionally matrix elements have been computed from three-point correlation functions. On the lattice these require a (baryon) source and sink together with an operator between them. To avoid excited state contamination and to achieve ground state dominance the distances between the source, operator and sink must be large enough for this to be numerically achieved. However, given the lattice sizes at present available and coupled with the fact that higherpoint correlation functions are numerically noisier, this can be difficult to achieve. More recently an alternative approach based on the Feynman-Hellmann theorem has emerged [17-20]. This perturbs the QCD action with a given operator leading to the required matrix element residing in the resulting energy shift. This can be determined from a two-point correlation function with just a source and sink, rather than a three-point correlation function.

While this approach has been successfully applied to elastic form factors [21], as described in more detail later this needed an application of (degenerate) perturbation theory for matrix elements with baryons having the same energy. While possible, in practice this restricts the approach. In this article we shall generalize previous results from needing degenerate energies to "neardegenerate" or "quasidegenerate" energies. As discussed here this then allows us to consider processes such as the decays of baryons, where it is otherwise difficult to achieve degeneracy of their respective energies.

Derivations of the Feynman-Hellmann approach can be given based on the two-point Green's function defined from the partition function, or from the transfer matrix viewpoint. In this article we shall adopt the latter approach. In principle this can allow for a better discussion of the source and sink wave functions to be used. In Sec. II we briefly describe the transfer matrix technique, mainly to introduce our notation and modification of the QCD Hamiltonian to include a perturbing operator. We shall take the spectrum of the QCD Hamiltonian to have a set of isolated quasidegenerate energy states. In Sec. III we consider a two-point baryon correlation function which upon using the Dyson expansion for the transfer matrix leads, for large sourcesink separation times $t$, to the result given in Eq. (28), namely a sum of exponential decays in $t$ with coefficients given by various perturbed energies. The energies are related to eigenvalues from the diagonalization of a matrix in the space of quasidegenerate states and leads to the phenomenon of "avoided" energy levels. The simplest case is of two quasidegenerate states, leading to the solution of a quadratic equation for the eigenvalues. To resolve these energy states we regard the associated two-point correlation function matrix as a generalized
eigenvalue problem (GEVP) which is equivalent to a variational approach [22-24]. (This is further discussed in Sec. V when we consider the numerical implementation.) Furthermore, incorporating the spin index, as also discussed in this section, leads to a doubling of the eigenvalue matrix. However, due to the spin structure of the baryon matrix elements under consideration this does not complicate the determination of the eigenvalues significantly.

The results are rather general, and in this article in Sec. IV and the Appendices we consider several examples. They are all variations where the kinematic geometry is chosen so that initial baryon, $B$, moves with 3-momentum $\vec{p}$ and the final baryon, $B^{\prime}$ with momentum $\vec{p}^{\prime}=\vec{p}+\vec{q}$ (or alternatively $\vec{p}-\vec{q}$ ) where $\vec{q}$ is the momentum transfer chosen such that $E_{B}(\vec{p}) \approx E_{B^{\prime}}\left(\vec{p}^{\prime}\right)$. Taking $B^{\prime}=B$ for flavor diagonal baryons describes the lepton scattering case, while $B^{\prime} \neq B$ gives the flavor changing decay case appropriate to investigating weak decays. In Sec. V we discuss specific lattice arrangements. We first discuss our proposal for including the (quark) operator in the action and the subsequent matrix inversion. This effectively inserts the operator in quark lines between the source and sink baryons and so we consider here valence insertions only. (To include sea quarks for flavor diagonal matrix elements would require special-purpose generation of configurations or reweighting with trace estimates.) The explicit example of the vector current decay $\Sigma \rightarrow N$, [25-28], is then considered, whose transition matrix elements are flavor off-diagonal. Some numerical results follow, which we also compare with the conventional three-point correlation function determination of the matrix element. Section VII gives our conclusions.

The Appendixes give some further details of the methods employed in this article. Appendix A briefly discusses the Euclideanized matrix elements, for completeness, of all local bilinear currents. To evaluate these we need in turn the spinor bilinear terms, which are given in Appendix B. In Appendix C we give an alternative derivation of the energy results including spin for the examples considered here. In Appendix D we describe all the correlation functions needed for this article, while Appendix E gives some more details of the fermion matrix inversion employed here. Preliminary results have appeared in [29].

## II. THE TRANSFER MATRIX

## A. Background

In this article we shall consider the Euclidean twopoint correlation function with a Hamiltonian which includes a perturbing operator with a possible 3-momentum transfer $\vec{q}$

$$
\begin{align*}
C_{\lambda B^{\prime} B}(t) & =\left\langle\hat{\tilde{B}}^{\prime}\left(t ; \vec{p}^{\prime}\right) \hat{\bar{B}}(0, \overrightarrow{0})\right\rangle_{\lambda} \\
& \equiv \operatorname{tr}\left[\hat{\tilde{B}}^{\prime}\left(t ; \vec{p}^{\prime}\right) \hat{\bar{B}}(0, \overrightarrow{0}) \hat{S}_{\lambda}(\vec{q})^{T}\right] / \operatorname{tr} \hat{S}_{\lambda}(\vec{q})^{T} \tag{1}
\end{align*}
$$

where $T$ is the temporal box size and with $\hat{\bar{B}}(0, \overrightarrow{0})$ the initial baryon state at time 0 and spatial origin $\vec{x}_{0}=\overrightarrow{0}$ together with $\hat{\tilde{B}}^{\prime}\left(t ; \vec{p}^{\prime}\right)$ the final baryon state at time $t$ and momentum $\vec{p}^{\prime}$. Presently we shall ignore any complications arising from the baryon spin structure, and include this later by generalizing appropriately the formulas obtained. (Other hadrons, for example mesons, could thus be considered.) The final baryon state ${ }^{2}$

$$
\begin{equation*}
\hat{\tilde{B}}^{\prime}\left(t ; \vec{p}^{\prime}\right)=\int_{\vec{x}} e^{-i \vec{p}^{\prime} \cdot \vec{x}} \hat{B}^{\prime}(t, \vec{x}), \tag{2}
\end{equation*}
$$

is a function of momentum $\vec{p}^{\prime}$. We shall not consider any possible lattice discretization effects in this article, so we shall use a continuum notation in all dimensions. As the initial baryon state is taken at the source position $\vec{x}_{0}=\overrightarrow{0}$ it contains all momenta and thus

$$
\begin{equation*}
\hat{\bar{B}}(0, \overrightarrow{0})=\int_{\vec{p}} \hat{\tilde{\tilde{B}}}(0 ; \vec{p}) . \tag{3}
\end{equation*}
$$

This arrangement is adopted because when numerically finding the correlation function we invert the Dirac operator for the Green's function on a spatial source point.

The transfer matrix $\hat{S}_{\lambda}$ is defined by

$$
\begin{equation*}
\hat{S}_{\lambda}(\vec{q})=e^{-\hat{H}_{\lambda}(\vec{q})} \tag{4}
\end{equation*}
$$

where we assume the Hamiltonian, $\hat{H}_{\lambda}$, exists together with the associated complete set of energy eigenstates, ${ }^{3}$ in particular a unique vacuum state.

We shall consider a perturbed Hamiltonian, here given by

$$
\begin{equation*}
\hat{H}_{\lambda}(\vec{q})=\hat{H}_{0}+\sum_{\alpha} \lambda_{\alpha} \hat{\tilde{\mathcal{O}}}_{\alpha}(\vec{q}), \tag{5}
\end{equation*}
$$

with momentum $\vec{q}$, as an expansion in $\lambda_{\alpha}$ where $\alpha$ is to be regarded as just a label (so for example can be a single Lorentz index or a collection of indices). The perturbing operator $\hat{\tilde{\mathcal{O}}}_{\alpha}(\vec{q})$ is defined by

$$
\begin{equation*}
\hat{\tilde{\mathcal{O}}}_{\alpha}(\vec{q})=\int_{\vec{x}}\left(\hat{O}_{\alpha}(\vec{x}) e^{i \vec{q} \cdot \vec{x}}+\hat{O}_{\alpha}^{\dagger}(\vec{x}) e^{-i \vec{q} \cdot \vec{x}}\right), \tag{6}
\end{equation*}
$$

[^2]where $\hat{O}_{\alpha}(\vec{x})$ may be taken to be a bilinear in the quark fields, i.e. a generalized current, see Appendix A for some more details. $\hat{H}_{0}$ conserves momentum, but $\hat{H}_{\lambda}$ only conserves momentum modulo $\vec{q}$. In this form $\hat{\tilde{\mathcal{O}}}_{\alpha}(\vec{q})$ is Hermitian. Note that in [31] we considered just the case where $\hat{O}_{\alpha}(\vec{x})$ is also Hermitian. (It is possible to generalize to non-Hermitian operators (see [19]), however we shall not consider this further here.) As the previous equations indicate, we are considering operators defined in Euclidean space. The Hermiticity relation for bilinear operators between the Euclidean and Minkowski spaces is also briefly discussed in Appendix A. It is also easy to include covariant derivatives, for example in Eq. (23) in [32] where the general relation between the Minkowski and Euclidean operators for the vector and axial currents was given. We do not discuss this case further here.

We can also incorporate the generalization to complex $\lambda$ by writing $\lambda$ in polar form, $\lambda_{\alpha}=\left|\lambda_{\alpha}\right| e^{i \phi_{\alpha}}$ and absorb the phase into the definition of the operator. Thus, we have

$$
\begin{align*}
\lambda_{\alpha} \hat{\tilde{\mathcal{O}}}_{\alpha}(\vec{q}) \rightarrow & \lambda_{\alpha} \int_{\vec{x}} \hat{O}_{\alpha}(\vec{x}) e^{i \vec{q} \cdot \vec{x}}+\lambda_{\alpha}^{*} \int_{\vec{x}} \hat{O}_{\alpha}^{\dagger}(\vec{x}) e^{-i \vec{q} \cdot \vec{x}} \\
= & \left|\lambda_{\alpha}\right| \int_{\vec{x}}\left(e^{i \phi_{\alpha}} \hat{O}_{\alpha}(\vec{x})\right) e^{i \vec{q} \cdot \vec{x}} \\
& +\left|\lambda_{\alpha}\right| \int_{\vec{x}}\left(e^{i \phi_{\alpha}} \hat{O}_{\alpha}(\vec{x})\right)^{\dagger} e^{-i \vec{q} \cdot \vec{x}} \tag{7}
\end{align*}
$$

This can be useful if we are considering the $O\left(\lambda^{2}\right)$ terms which gives the Compton amplitude $[8,31,33]$, as indicated here in Sec. III A (real $\lambda$ gives the symmetric part of the amplitude while complex $\lambda$ enables the antisymmetric part of the Compton amplitude to be determined). However, as we are only interested in the $O(\lambda)$ result here, for simplicity of notation in future we just take $\lambda_{\alpha}$ as real. In addition for this case then the index $\alpha$ is redundant, as we are practically just considering one operator. So we shall usually suppress it, but it can easily be reinstated if necessary. (Again, if we are interested in the $O\left(\lambda^{2}\right)$ or higher-order terms then the index is relevant, as cross terms of operators appear.)

First using $\hat{\tilde{B}}^{\prime}(t ; \vec{p})=\hat{S}_{\lambda}^{\dagger}(\vec{q})^{t} \hat{\tilde{B}}^{\prime}(0 ; \vec{p}) \hat{S}_{\lambda}(\vec{q})^{t}$ and then inserting a complete set of states (in the presence of the perturbation) and taking the temporal box size large picks out the vacuum state and gives the usual result

$$
\begin{equation*}
C_{\lambda B^{\prime} B}(t)={ }_{\lambda}\langle 0| \hat{\tilde{B}}^{\prime}\left(0 ; \vec{p}^{\prime}\right) \hat{S}_{\lambda}(\vec{q})^{t} \hat{\bar{B}}^{\prime}(0, \overrightarrow{0})|0\rangle_{\lambda}, \tag{8}
\end{equation*}
$$

where $|0\rangle_{\lambda}$ is the vacuum in the presence of the perturbation and the spectrum of $\hat{H}$ is now normalized with respect to this vacuum. As all the operators are at time $t=0$, in future we drop this argument. Equation (8) is the basic equation we shall consider in this article.
s


FIG. 1. A sketch of the energy levels. The set of quasidegenerate energy states are denoted by $S$, labeled from 1 to $d_{S}$. These states are well-separated from other states.

## B. Quasidegenerate energy states

We shall first derive a general expression, and then consider particular cases. In particular we shall consider discrete degenerate energy states, i.e. $E_{B_{r}}\left(\vec{p}_{r}\right)=E_{B_{s}}\left(\vec{p}_{s}\right)$ or near-degenerate energy states $E_{B_{r}}\left(\vec{p}_{r}\right) \approx E_{B_{s}}\left(\vec{p}_{s}\right)$, both possibilities labeled by $r=1,2, \ldots$ (similarly for $s$ ) each with a given fixed momentum. Collectively we call this set $S$ of "quasidegenerate energy" states, the total number being $d_{S}$.

In this scenario, as we shall see, simple perturbation theory as it stands breaks down and we have to consider degenerate perturbation theory. This also ensures smooth behavior in $\lambda$. In the following we shall assume that these energy states are the only possible quasidegenerate states and well-separated from other states, as sketched in Fig. 1. We shall later argue that other states are either more damped (those with higher energies in the figure), or for any lower state(s) a GEVP must be applied. However in this article we will only consider the quasidegenerate energy states as the ground states.

The spectrum of the unperturbed Hamiltonian, $\hat{H}_{0}$, is given by

$$
\begin{equation*}
\hat{H}_{0}\left|X\left(\vec{p}_{X}\right)\right\rangle=E_{X}\left(\vec{p}_{X}\right)\left|X\left(\vec{p}_{X}\right)\right\rangle \tag{9}
\end{equation*}
$$

Let $S$ be the discrete set of quasidegenerate energy states and have $d_{S}$ elements labeled by $r$. More concretely we write for these states

$$
\begin{equation*}
E_{B_{r}}\left(\vec{p}_{r}\right)=\bar{E}+\epsilon_{r}, \quad r=1, \ldots, d_{S} \tag{10}
\end{equation*}
$$

where $\bar{E}$ is some suitable energy close to all the quasidegenerate energies. It could be taken as the average over the quasidegenerate energy states $\bar{E}=\left(E_{B_{1}}+\cdots+E_{B_{d_{S}}}\right) / d_{S}$ where we would have $\epsilon_{1}+\cdots+\epsilon_{d_{S}}=0$ but this is not necessary in the following. (Alternatively we could choose one of the quasidegenerate energy states, such as the one with lowest energy.) Writing $\epsilon_{r}=\epsilon c_{r}$ where $c_{r} \sim O(1)$ then $\epsilon \sim\left|E_{B_{r}}\left(\vec{p}_{r}\right)-E_{B_{s}}\left(\vec{p}_{s}\right)\right|$ effectively represents the difference in energies between the quasidegenerate states where $\epsilon$ is small and is taken in the following to be another expansion parameter in addition to $\lambda$. The corresponding states are denoted by $\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle$. For these quasidegenerate states we have the energies $E_{B_{r}}\left(\vec{p}_{r}\right)$ defined by

$$
\begin{equation*}
\hat{H}_{0}\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle=E_{B_{r}}\left(\vec{p}_{r}\right)\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle . \tag{11}
\end{equation*}
$$

The set of unperturbed states obeys the completeness condition where we sum over all states and momenta. We often explicitly isolate the quasidegenerate states so

$$
\begin{align*}
& \mathcal{E}_{X\left(\vec{p}_{X}\right)}\left|X\left(\vec{p}_{X}\right)\right\rangle\left\langle X\left(\vec{p}_{X}\right)\right| \\
& \equiv \sum_{r}\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle\left\langle B_{r}\left(\vec{p}_{r}\right)\right|+\sum_{X\left(\vec{p}_{X}\right) \notin S}\left|X\left(\vec{p}_{X}\right)\right\rangle\left\langle X\left(\vec{p}_{X}\right)\right|=\hat{1} \tag{12}
\end{align*}
$$

We use the lattice normalization, namely

$$
\begin{equation*}
\left\langle X\left(\vec{p}_{X}\right) \mid Y\left(\vec{p}_{Y}\right)\right\rangle=\delta_{X, Y} \delta_{\vec{p}_{X}, \vec{p}_{Y}} . \tag{13}
\end{equation*}
$$

However all the formulas and results are such that they can be easily converted to another normalization by the substitution for all states

$$
\begin{equation*}
\left|X\left(\vec{p}_{X}\right)\right\rangle \rightarrow \frac{\left|X\left(\vec{p}_{X}\right)\right\rangle}{\sqrt{\left\langle X\left(\vec{p}_{X}\right) \mid X\left(\vec{p}_{X}\right)\right\rangle}}, \quad|0\rangle \rightarrow|0\rangle \tag{14}
\end{equation*}
$$

The usual case, of course, is the relativistic normalization

$$
\begin{equation*}
\left\langle X\left(\vec{p}_{X}\right) \mid Y\left(\vec{p}_{Y}\right)\right\rangle_{\mathrm{rel}}=2 E_{X}\left(\vec{p}_{X}\right) \delta_{X, Y} \delta_{\vec{p}_{X}, \vec{p}_{Y}} \tag{15}
\end{equation*}
$$

which we shall later use when discussing the numerical results.

Now inserting two complete sets of unperturbed states before and after $\hat{S}_{\lambda}^{t}$ in Eq. (8) gives

$$
\begin{equation*}
C_{\lambda B^{\prime} B}(t)=\sum_{X\left(\vec{p}_{X}\right)} \sum_{Y\left(\vec{p}_{Y}\right)}\langle 0| \hat{\tilde{B}}^{\prime}\left(\vec{p}^{\prime}\right)\left|X\left(\vec{p}_{X}\right)\right\rangle\left\langle X\left(\vec{p}_{X}\right)\right| \hat{S}_{\lambda}(\vec{q})^{t}\left|Y\left(\vec{p}_{Y}\right)\right\rangle\left\langle Y\left(\vec{p}_{Y}\right)\right| \hat{\bar{B}}(\overrightarrow{0})|0\rangle_{\lambda} . \tag{16}
\end{equation*}
$$

From Eq. (2), as $\hat{B}^{\prime}$ has a definite momentum, $\vec{p}^{\prime}$, we can take the geometry to be such that we have a good overlap with just one of the $d_{S}$ quasidegenerate states $\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle$ as depicted in Fig. 1. For $\hat{B}(\overrightarrow{0})$ we also choose an operator with a good overlap
with one of the quasidegenerate states noting that it contains all momenta. We shall further discuss this in the next section, but initially we shall keep the operators general.
$f(t)=e^{-t \hat{A}} e^{t(\hat{A}+\hat{B})}$. By the usual technique of differentiating and then integrating $f(t)$ with respect to $t$ we soon find the operator identity

$$
\begin{equation*}
e^{t(\hat{A}+\hat{B})}=e^{t \hat{A}}+\int_{0}^{t} d t^{\prime} e^{\left(t-t^{\prime}\right) \hat{A}} \hat{B} e^{t^{\prime}(\hat{A}+\hat{B})} \tag{17}
\end{equation*}
$$

Regarding $\hat{B}$ as "small", this can be iterated. From Eq. (5) we thus set $\hat{A} \rightarrow-\hat{H}_{0}$ and $\hat{B} \rightarrow-\lambda_{\alpha} \hat{\tilde{\mathcal{O}}}_{\alpha}$. This gives to $O\left(\lambda^{2}\right)$,

$$
\begin{equation*}
e^{-\left(H_{0}+\lambda_{\alpha} O_{\alpha}\right) t}=e^{-\hat{H}_{0} t}-\lambda_{\alpha} \int_{0}^{t} d t^{\prime} e^{-\hat{H}_{0}\left(t-t^{\prime}\right)} \hat{\tilde{\mathcal{O}}}_{\alpha} e^{-\hat{H}_{0} t^{\prime}}+\lambda_{\alpha} \lambda_{\beta} \int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime} e^{-\hat{H}_{0}\left(t-t^{\prime}\right)} \hat{\tilde{\mathcal{O}}}_{\alpha} e^{-\hat{H}_{0}\left(t^{\prime}-t^{\prime \prime}\right)} \hat{\tilde{\mathcal{O}}}_{\beta} e^{-\hat{H}_{0} t^{\prime \prime}}+O\left(\lambda^{3}\right) \tag{18}
\end{equation*}
$$

which is equivalent to the Dyson expansion. We note that the term quadratic in $\lambda$ can be manipulated into a form appropriate for the Compton amplitude. An alternative derivation using the path integral is discussed in [8,31]. A recent review is given in [34]. For the specific approach using the transfer matrix given here see also [33].

To evaluate $C_{\lambda B^{\prime} B}(t)$ we apply the Dyson expansion of Eq. (18) to Eq. (16) after splitting the completeness relation as given in Eq. (12). As mentioned before we shall consider the case where $E_{X}$ (and $E_{Y}$ ) are much greater than all the isolated quasidegenerate states as depicted in Fig. 1, i.e. $E_{X}, E_{Y} \gg \bar{E}$ in Eq. (12). There are four terms and dropping temporarily the momentum arguments gives

$$
\begin{align*}
&\left\langle B_{r}\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\tilde{\mathcal{O}}) t}\left|B_{s}\right\rangle\right.}=e^{-\bar{E} t}\left(\delta_{r s}-t D_{r s}+O(2)\right) \\
&\left\langle B_{r}\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\tilde{\mathcal{O}}) t}|Y\rangle\right.}=-e^{-\bar{E} t}\left(\lambda \frac{\left\langle B_{r}\right| \hat{\tilde{\mathcal{O}}}|Y\rangle}{E_{Y}-E_{B_{r}}}+O(2)\right)+\begin{array}{c}
\text { more } \\
\text { damped }
\end{array} \\
&\langle X| e^{-\left(\hat{H}_{0}+\lambda \hat{\mathcal{O}}\right) t}\left|B_{s}\right\rangle=-e^{-\bar{E} t}\left(\lambda \frac{\langle X| \hat{\tilde{\mathcal{O}}\left|B_{s}\right\rangle}}{E_{X}-E_{B_{s}}}+O(2)\right)+\begin{array}{c}
\text { more } \\
\text { damped }
\end{array} \\
&\langle X| e^{-\left(\hat{H}_{0}+\lambda \hat{\tilde{\mathcal{O}}) t}|Y\rangle\right.}=\begin{array}{c}
\text { more } \\
\text { damped }
\end{array} \tag{19}
\end{align*}
$$

where we have defined the $d_{S} \times d_{S}$ matrix $^{4}$
$D_{r s}=\epsilon_{r} \delta_{r s}+\lambda a_{r s}, \quad$ with $\quad a_{r s}=\left\langle B_{r}\left(\vec{p}_{r}\right)\right| \hat{\tilde{O}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle$.

Note that from Eq. (10) we have $\epsilon_{r}=E_{B_{r}}-\bar{E}$. In Eq. (19) "more damped" means that these terms drop off as $\propto e^{-E_{X} t}$, i.e. faster then $e^{-\bar{E} t}$. The kept terms (i.e. $D$ ) means terms of the form $O(1)$ or $O(\epsilon t), O(\lambda t)$ while $O(2)$ means terms of
the form $O\left(\epsilon^{2} t^{2}\right), O\left(\lambda^{2} t^{2}\right), O(\epsilon t \lambda t)$. Thus, for this expansion to be valid we need $\lambda t \ll 1,\left|\epsilon_{r}\right| t \ll 1$ and $t \gg 0$ (for the damped terms to be negligible) thus

$$
\begin{equation*}
0 \ll t \ll \frac{1}{\lambda}, \quad \text { and } \quad 0 \ll t \ll \frac{1}{\max \left|E_{B_{r}}\left(\vec{p}_{r}\right)-E_{B_{s}}\left(\vec{p}_{s}\right)\right|} \tag{21}
\end{equation*}
$$

Furthermore defining $\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle_{\lambda}$ as

$$
\begin{equation*}
\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle_{\lambda}=\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle-\lambda \int_{E_{Y}>\bar{E}}\left|Y\left(\vec{p}_{Y}\right)\right\rangle \frac{\left\langle Y\left(\vec{p}_{Y}\right)\right| \hat{\tilde{\mathcal{O}}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle}{E_{Y}-E_{B_{s}}} \tag{22}
\end{equation*}
$$

then we can rewrite Eq. (16) as

$$
\begin{equation*}
C_{\lambda B^{\prime} B}(t)=\sum_{r s}\langle 0| \hat{\tilde{B}}^{\prime}\left(\vec{p}^{\prime}\right)\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle_{\lambda}\left\langle B_{r}\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\tilde{O}}\right) t}\left|B_{s}\right\rangle_{\lambda}\left\langle B_{s}\left(\vec{p}_{s}\right)\right| \hat{\bar{B}}(\overrightarrow{0})|0\rangle_{\lambda} \tag{23}
\end{equation*}
$$

[^3]where
\[

$$
\begin{equation*}
\left\langle B_{r}\left(\vec{p}_{r}\right)\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\mathcal{O}}\right) t}\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle=\left(\delta_{r s}-t D_{r s}\right) \times e^{-\bar{E} t} \tag{24}
\end{equation*}
$$

\]

Note that we have achieved a factorization where any unwanted $|Y\rangle$ states, with $E_{Y} \gg E_{B_{s}}$, have been absorbed into the time-independent renormalization of the wave function and do not need to be further considered.

The matrix $D$ given in Eq. (20) can be diagonalized, as it is Hermitian by construction. Let $\mu^{(i)}$ be the real eigenvalues and $e_{r}^{(i)}$ the associated orthonormal $d_{S}$ dimensional eigenvectors

$$
\begin{equation*}
\sum_{i=1}^{d_{S}} e_{r}^{(i)} e_{s}^{(i) *}=\delta_{r s}, \quad \sum_{r=1}^{d_{S}} e_{r}^{(i) *} e_{r}^{(j)}=\delta^{i j} \tag{25}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
D_{r s}=\sum_{i=1}^{d_{S}} \mu^{(i)} e_{r}^{(i)} e_{s}^{(i) *} \tag{26}
\end{equation*}
$$

(Note that to find the eigenvalues we have to first solve a $d_{S}$-dimensional polynomial.) So all together using this in Eq. (24) we find the intermediate result

$$
\begin{equation*}
\left\langle B_{r}\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\mathcal{O}}\right) t}\left|B_{s}\right\rangle=\sum_{i=1}^{d_{s}} e_{r}^{(i)}\left[1-t \mu^{(i)}\right] e_{s}^{(i) *} \times e^{-\bar{E} t}, \tag{27}
\end{equation*}
$$

which we now use to find the final form of the correlation function.

## B. The correlation function

## 1. General result

Finally, we reexponentiate the first term in Eq. (27) and then substitute back into Eq. (23) to give the leading term at large $t$ of

$$
\begin{equation*}
C_{\lambda B^{\prime} B}(t)=\sum_{i=1}^{d_{S}} A_{\lambda B^{\prime} B}^{(i)} e^{-E_{\lambda}^{(i)} t} \tag{28}
\end{equation*}
$$

where the perturbed energies are given by

$$
\begin{equation*}
E_{\lambda}^{(i)}=\bar{E}+\mu^{(i)} \tag{29}
\end{equation*}
$$

and the amplitude

$$
\begin{equation*}
A_{\lambda B^{\prime} B}^{(i)}=w_{B^{\prime}}^{(i)} \bar{w}_{B}^{(i)}, \tag{30}
\end{equation*}
$$

with

$$
\begin{equation*}
w_{B^{\prime}}^{(i)}=\sum_{r=1}^{d_{S}} Z_{r}^{B^{\prime}} e_{r}^{(i)}, \quad \text { and } \quad \bar{w}_{B}^{(i)}=\sum_{s=1}^{d_{S}} \bar{Z}_{s}^{B} e_{s}^{(i) *}, \tag{31}
\end{equation*}
$$

where the wave functions, or overlaps, are
$Z_{r}^{B^{\prime}}={ }_{\lambda}\langle 0| \hat{\vec{B}}^{\prime}\left(\vec{p}^{\prime}\right)\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle_{\lambda} \quad$ and $\quad \bar{Z}_{s}^{B}={ }_{\lambda}\left\langle B_{s}\left(\vec{p}_{s}\right)\right| \hat{\bar{B}}(\overrightarrow{0})|0\rangle_{\lambda}$.

Equations (28)-(32) are the results that we shall be using in the following.

In the final/initial baryon space, $\left\{B^{\prime}, B\right\}$, the determination of $E_{\lambda}^{(i)}, i=1, \ldots, d_{S}$ is now equivalent to a GEVP, where we diagonalize a matrix of correlation functions. To determine all the energies we thus require this to be at least a $d_{S} \times d_{S}$ matrix, so both the sets $\left\{B^{\prime}\right\}$ and $\{B\}$ must be at least $d_{S}$ dimensional.

If there were states $|Z\rangle$ with lower energy than the quasidegenerate energy states and hence less damped than these states then the $\left\{B^{\prime}, B\right\}$ space must be increased and a larger GEVP applied. We do not consider this lower-energy case further here, and take the quasidegenerate energy states to be the lowest states. Additionally, if the higherenergy states have not died away sufficiently then a larger $\left\{B^{\prime}, B\right\}$ space could also be used.

## 2. A simplification

The above result is true for general source and sink operators. If as mentioned before, we set $\hat{B}^{\prime}$ and $\hat{B}$ "close" to $\hat{B}_{r}$ and $\hat{B}_{s}$ respectively then the above expressions greatly simplify and we expect that Eq. (31) reduces to

$$
\begin{equation*}
w_{r}^{(i)}=Z_{r}^{B_{r}} e_{r}^{(i)}, \quad \text { and } \quad \bar{w}_{s}^{(i)}=\bar{Z}_{s}^{B_{s}} e_{s}^{(i) *} \tag{33}
\end{equation*}
$$

In turn this means that the overlaps $Z_{r}^{B_{r}}$ and $\bar{Z}_{s}^{B_{s}}$ although defined using the perturbed states of Eq. (22), the $O(\lambda)$ terms have then little effect. For example for $Z_{r}^{B_{r}}$ using Eq. (22) ${ }^{5}$ to expand ${ }_{\lambda}\langle 0| \hat{\tilde{B}}_{r}\left(\vec{p}_{r}\right)\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle_{\lambda}$ the $O(\lambda)$ terms which involve overlaps such as $\langle 0| \hat{B}_{r}|Y\rangle$ or $\langle X| \hat{B}_{r}\left|B_{r}\right\rangle$ vanish or are small due to the orthogonality of the spectrum, so the effect of the perturbation on the overlaps is higher order in $\lambda$. We thus have

$$
\begin{align*}
Z_{r}^{B_{r}} & =\langle 0| \hat{B}_{r}(\overrightarrow{0})\left|B_{r}\left(\vec{p}_{r}\right)\right\rangle+\ldots \quad \text { and } \\
\bar{Z}_{s}^{B_{s}} & =\left\langle B_{s}\left(\vec{p}_{s}\right)\right| \hat{\bar{B}}_{s}(\overrightarrow{0})|0\rangle+\ldots, \tag{34}
\end{align*}
$$

where in addition for $Z_{r}^{B_{r}}$ we have also used $\hat{B}(\vec{x})=$ $e^{-i \hat{\vec{p}} \cdot \vec{x}} \hat{B}(\overrightarrow{0}) e^{i \hat{\vec{p}} \cdot \vec{x}}$ to rewrite it in the above form.

## C. The relation between the initial and final momenta

While the equations in Sec. III B are the basic results, this discussion is general and can be applied to many

[^4]quantum systems. We shall now be more specific to the situation here. However before considering some examples we shall first discuss some properties of the matrix element appearing in Eq. (20). Using $\hat{O}(\vec{x})=e^{-i \hat{\vec{p}} \cdot \vec{x}} \hat{O}(\overrightarrow{0}) e^{i \hat{p} \cdot \vec{x}}$ we soon find
\[

$$
\begin{align*}
\left\langle B_{r}\left(\vec{p}_{r}\right)\right| \hat{\tilde{O}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle= & \left\langle B_{r}\left(\vec{p}_{r}\right)\right| \hat{O}(\overrightarrow{0})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle \delta_{\vec{p}_{r}, \vec{p}_{s}+\vec{q}} \\
& +\left\langle B_{r}\left(\vec{p}_{r}\right)\right| \hat{O}^{\dagger}(\overrightarrow{0})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle \delta_{\vec{p}_{r}, \vec{p}_{s}-\vec{q}} \tag{35}
\end{align*}
$$
\]

Thus the initial momentum, $\vec{p}_{s}$ either steps up or down by $\vec{q}$, i.e.

$$
\begin{equation*}
\vec{p}_{r}=\vec{p}_{s}+\vec{q}, \quad \text { or } \quad \vec{p}_{r}=\vec{p}_{s}-\vec{q} \tag{36}
\end{equation*}
$$

and the quasidegenerate states, as sketched in Fig. 1, are mixed together.

As a simple example, to be discussed in some detail in Sec. IV, let us take the two-dimensional quasidegenerate state subspace as having momentum $\vec{p}$ and $\vec{p}+\vec{q}$. Thus, the final momentum $\vec{p}_{r}$ can be chosen to be either $\vec{p}_{r}=\vec{p}+\vec{q}$ with the + sign and $\vec{p}_{s}=\vec{p}$ (or $\vec{p}_{r}=\vec{p}-\vec{q}$ with the - sign and $\vec{p}_{s}=\vec{p}$ ) to remain within this subspace. We shall use these results frequently in the coming presentation.

A corollary from Eq. (35) is that for a nonzero momentum transfer, $\vec{q} \neq 0$, the diagonal matrix elements $a_{r r}$ in Eq. (20) are zero, so the $O(\lambda)$ terms vanish and hence $D$ becomes trivial. This was alluded to before; if we are investigating momentum transfer and form factors, then we are forced to consider the degenerate energy case to determine the matrix element [21]. Nonzero off-diagonal matrix elements leads to the phenomenon of avoided energy levels, as discussed later in Sec. IV.

As well as degeneracies between levels differing in momentum by $\pm \vec{q}$ there will also be cases where states differing by $\pm 2 \vec{q}, \pm 3 \vec{q}$, etc. are nearly degenerate. Such degeneracies will be converted into avoided level crossings by the operator acting multiple times. [These are determined by higher orders in $\lambda$ of the Dyson expansion in Eq. (18).] We have not investigated these higher-order cases here.

## D. Incorporating the spin index

We now consider the complications caused by the spinor index and the consequent spin-1/2 carried by the octet baryons. Until now we have postponed this discussion, so strictly the previous results correspond to spinless scalar particles. To incorporate the spin index, $\sigma$ and the corresponding Dirac index $\alpha$ we shall see that this involves an alternative approach to that usually used when computing 3-point correlation functions. We first generalize Eqs. (23) and (24) appropriately and together with $\hat{B}^{\prime} \sim \hat{B}_{r}$ and $\hat{B} \sim \hat{B}_{s}$ this gives

$$
\begin{align*}
C_{\lambda B_{r \alpha} B_{s \beta}}(t)= & \sum_{\sigma_{r} \sigma_{s}}\langle 0| \hat{\tilde{B}}_{r \alpha}\left(\vec{p}_{r}\right)\left|B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right\rangle_{\lambda} \\
& \times\left\langle B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\mathcal{O}}\right) t}\left|B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right\rangle \\
& \times{ }_{\lambda}\left\langle B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right| \hat{\bar{B}}_{s \beta}(\overrightarrow{0})|0\rangle_{\lambda}, \tag{37}
\end{align*}
$$

where

$$
\begin{align*}
& \left\langle B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right| e^{-\left(\hat{H}_{0}+\lambda \hat{\tilde{\mathcal{O}}) t}\left|B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right\rangle\right.} \begin{array}{r}
\quad=\left(\delta_{\sigma_{r} \sigma_{s}} \delta_{r s}-t D_{\sigma_{r} r, \sigma_{s} s}\right) \times e^{-\bar{E} t}
\end{array}, \$ \text {, }
\end{align*}
$$

and

$$
\begin{equation*}
D_{\sigma_{r} r, \sigma_{s} s}=\epsilon_{r} \delta_{\sigma_{r} \sigma_{s}} \delta_{r s}+\lambda a_{\sigma_{r} r, \sigma_{s} s} \tag{39}
\end{equation*}
$$

where we have now defined $a_{\sigma_{r} r, \sigma_{s} s}$ as the matrix element

$$
\begin{equation*}
a_{\sigma_{r} r, \sigma_{s} s}=\left\langle B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right| \hat{\tilde{\mathcal{O}}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right\rangle \tag{40}
\end{equation*}
$$

As the spin $\sigma_{r}= \pm$ the $D$ matrix is doubled in size, now being a $2 d_{S} \times 2 d_{S}$ matrix, i.e. the $r$ index is interlaced in $\pm$ pairs. The matrix element is defined with respect to $\hat{H}_{0}$ and we expect that the energies corresponding to the spin states $|B(\vec{p}, \sigma)\rangle$, with $\sigma= \pm$ are degenerate. (This is a reflection of Kramers degeneracy.)

We could continue as before with this enlarged matrix. However when we have only spin non-flip (the case considered here) or spin-flip matrix elements, it is simplest to try to keep as close as possible to the previous results. We can achieve this by writing the overlaps as
${ }_{\lambda}\langle 0| \hat{B}_{r \alpha}(\overrightarrow{0})\left|B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right\rangle_{\lambda \text { rel }}=Z_{r} u_{\alpha}^{(r)}\left(\vec{p}_{r}, \sigma_{r}\right)+\ldots$,
${ }_{\lambda}\left\langle B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right| \hat{\bar{B}}_{s \beta}(\overrightarrow{0})|0\rangle_{\text {rel }}=\bar{Z}_{s} \bar{u}_{\beta}^{(s)}\left(\vec{p}_{s}, \sigma_{s}\right)+\ldots$,
where $Z_{r}$ and $\bar{Z}_{s}$ are taken as scalars with $\bar{Z}=Z^{*}$. Although the states here are the perturbed states, rather then the unperturbed states, again we expect the effect of the perturbation to be small, as discussed in Sec. III B 2.

Furthermore, although we could consider the Dirac indices as a GEVP it is more convenient to sum over them with some matrix, $\Gamma$. In this article we shall primarily consider the unpolarized case with

$$
\begin{equation*}
\Gamma^{\mathrm{unpol}}=\left(1+\gamma_{4}\right) / 2 \tag{42}
\end{equation*}
$$

so

$$
\begin{equation*}
C_{\lambda r s}(t)=\operatorname{tr} \Gamma^{\mathrm{unpol}} C_{\lambda B_{r} B_{s}}(t) . \tag{43}
\end{equation*}
$$

Using
$\bar{u}^{(r)}\left(\vec{p}_{r}, \sigma_{r}\right) \Gamma^{\mathrm{unpol}} u^{(s)}\left(\vec{p}_{s}, \sigma_{s}\right)=\sqrt{\left(E_{r}+M_{r}\right)\left(E_{s}+M_{s}\right)} \delta_{\sigma_{r} \sigma_{s}}$,
[see Appendix B and Eq. (B20)] means that due to the $\delta_{\sigma_{r} \sigma_{s}}$ term appearing there, the $\sigma_{r}, \sigma_{s}$ sums in Eq. (37) become diagonal, and hence we just sum over them in Eqs. (38), (39). This reduces $D$ to the previous $d_{S} \times d_{S}$ matrix as in Sec. III B, where
$D_{r s}=\epsilon_{r} \delta_{r s}+\lambda a_{r s}, \quad$ with $\quad a_{r s}=\frac{1}{2}\left(a_{+r,+s}+a_{-r,-s}\right)$.

This effectively is the same result as before, but we are now just averaging over the diagonal spin terms. Finally, this gives

$$
\begin{equation*}
C_{\lambda r s}(t)=\sum_{i=1}^{d_{s}} w_{r}^{(i)} \bar{w}_{s}^{(i)} e^{-E_{\lambda}^{(i)}}, \tag{46}
\end{equation*}
$$

with ${ }^{6}$

$$
\begin{equation*}
w_{r}^{(i)}=Z_{r} e_{r}^{(i)} \quad \text { and } \quad \bar{w}_{s}^{(i)}=\bar{Z}_{s} e_{s}^{(i) *}, \tag{47}
\end{equation*}
$$

where the eigenvectors, $e_{r}^{(i)}$ are from the $D$ matrix in Eq. (45) and the eigenvalues $\mu^{(i)}$ give the energies $E_{\lambda}^{(i)}=\bar{E}+\mu^{(i)}$ as in Eq. (29).

Another possibility is $\Gamma_{ \pm 3}^{\mathrm{pol}}=\left(1+\gamma_{4}\right) / 2 \times\left(1 \pm i \gamma_{5} \gamma_{3}\right)$ [see Appendix B. 2. 2 and Eq. (B21)] which again gives a reduced $D_{r s}$ together with $a_{r s}=a_{ \pm r, \pm s}$. [Note that both these $\Gamma$-matrix forms are chosen so that the diagonal $\delta_{\sigma_{r} \sigma_{s}} \delta_{r s}$ term in Eq. (38) remains as $\delta_{r s}$.] The choice of projection matrix, $\Gamma$, depends on the symmetry of the operator and picks out the relevant matrix element. So, as discussed here for an unpolarized or spin-nonflip matrix element we would use $\Gamma^{\text {unpol }}$ or $\Gamma_{ \pm 3}^{\mathrm{pol}}$.

In Appendix A (together with Appendix B) we have investigated the phase factor relationship between $a_{-r,-s}$ with $a_{+r,+s}$ (or $a_{-r,+s}$ with $a_{+r,-s}$ ) for all possible local bilinear currents culminating in Eq. (A8) and Table III.

Furthermore in Appendix C, the general result for the $d_{S}=2$ case is given. Some comments are also made for the spin-flip case using for example $\Gamma_{ \pm}^{\mathrm{pol}}=\left(1+\gamma_{4}\right) / 2 \times$ $i \gamma_{5}\left(\gamma_{1} \pm i \gamma_{2}\right)$ which cannot be put in the form discussed in this section (i.e. as an effective $D_{r s}$ ).
${ }^{6}$ For notational simplicity we have have absorbed some factors
into a redefinition of the overlap definitions

$$
\sqrt{\frac{E_{r}+M_{r}}{E_{r}}} Z_{r} \rightarrow Z_{r}, \quad \text { and } \quad \sqrt{\frac{E_{s}+M_{s}}{E_{s}}} \bar{Z}_{s} \rightarrow \bar{Z}_{s} .
$$

This is due to to the relativistic normalization, Eq. (15), used for the results in Appendix B, together with Eq. (44) and a factor 2 from the averaging over polarizations.

## IV. QUASIDEGENERATE BARYON ENERGY STATES

## A. Flavor-diagonal matrix elements

The simplest example, as alluded to in Sec. III C, is to consider two close energy states for the same baryon but with different momentum. Thus, the possible operators in Eq. (6) must be flavor diagonal. (We shall consider flavor changing, that is flavor off-diagonal matrix elements in the next section.) To be concrete we shall consider the nucleon, $B=N(u u d)$ here, although the results hold for other octet (or decuplet) particles. As an example, we may take the quark content of the operator to be

$$
\begin{equation*}
O(\vec{x}) \sim(\bar{u} \gamma u)(\vec{x})-(\bar{d} \gamma d)(\vec{x}), \tag{48}
\end{equation*}
$$

where $\gamma$ is an arbitrary Dirac gamma matrix. As discussed previously we shall first consider the general structure and then finally incorporate the spin index as in Sec. III D.

Clearly we have a degeneracy or near degeneracy when $\vec{q}$ is chosen such that we have the energy states with $E_{N}(\vec{p}) \approx$ $E_{N}(\vec{p}+\vec{q})$ [or alternatively $\left.E_{N}(\vec{p}) \approx E_{N}(\vec{p}-\vec{q})\right]$. Let us now consider some possible solutions focusing on $E_{N}(\vec{p}) \approx E_{N}(\vec{p}+\vec{q})$. For clarity we first describe this for the noninteracting case, later we generalize to the interacting case, leading to an avoided level crossing.

Let us first consider the simpler one-dimensional case [for example, suppose that $\vec{q}$ is in the $z$-direction then $\vec{q}=(0,0, q)$ and similarly for $\vec{p}]$. There will now be a crossing at $p=-q / 2$ where $p^{2}=(p+q)^{2}$ and we would have a near-degenerate state close to these states. These are illustrated in the left hand (LH) panel in Fig. 2 where a sketch of the crossing is shown. This is the region we wish to consider perturbation theory by applying the FeynmanHellmann theorem-well-separated from other potential degeneracies. In three-dimensions we have the corresponding simple solution $\vec{p}=-\vec{q} / 2$. This possibility was considered in [21].

In the following, we derive results close to (or at) the degeneracies. We shall only consider twofold degeneracies as this means that $d_{S}=2$ and we have a quadratic eigenvalue equation to solve. (The doubling to include the spin index, as previously discussed in Sec. IIID is a simple generalization and will be stated at the end of this section.) While we can solve higher-dimensional polynomials, they are likely to be less useful as the result will contain several different nucleon matrix elements, which are difficult to disentangle. Note that this requirement becomes more difficult to achieve if $\vec{q}$ is too small as the $\lambda$ range where $D$ in Eq. (20) takes the form of a $2 \times 2$ matrix might become rather narrow, forcing the use of higher-dimensional $D$ matrices.

After this general discussion let us take the two momenta to be $\vec{p}$ and $\vec{p}+\vec{q}$ and we consider the case where the two


FIG. 2. LH panel: A sketch of the (unperturbed) energy states $E_{N}(p), E_{N}(p+q)$ versus $p$ in one dimension for fixed $q$ using units where $q=1$. Using these units there is a degeneracy at $p=-1 / 2$. RH panel: An equivalent sketch of the perturbed energy states, $E^{( \pm)}$ based on Eq. (53). The dashed lines are the free case. The sketch shows the avoided energy levels.
degenerate states form the subspace where $E_{N}(\vec{p}+\vec{q}) \approx$ $E_{N}(\vec{p})$. So we set
$\left|B_{1}\left(\vec{p}_{1}\right)\right\rangle=|N(\vec{p})\rangle, \quad\left|B_{2}\left(\vec{p}_{2}\right)\right\rangle=|N(\vec{p}+\vec{q})\rangle$,
with $\quad E_{B_{1}}\left(\vec{p}_{1}\right) \equiv E_{N}(\vec{p})=\bar{E}+\epsilon_{1} \quad$ and $\quad E_{B_{2}}\left(\vec{p}_{2}\right) \equiv$ $E_{N}(\vec{p}+\vec{q})=\bar{E}+\epsilon_{2}$. The geometry of $\vec{p}$ and $\vec{q}$ is chosen so that $E_{N}(\vec{p}+\vec{q}) \approx E_{N}(\vec{p})$ are the lowest-energy states in this sector, i.e. there is no state with a lower energy, as indicated in the LH panel of Fig. 2. Momentum conservation, i.e. the step-up or step-down in $\vec{q}$ from Eq. (35) gives the matrix of baryon matrix elements as

$$
a_{r s}=\left\langle B_{r}\left(\vec{p}_{r}\right)\right| \hat{\tilde{\mathcal{O}}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle=\left(\begin{array}{cc}
0 & a^{*}  \tag{50}\\
a & 0
\end{array}\right)_{r s}
$$

where

$$
\begin{equation*}
a=\left\langle B_{2}\left(\vec{p}_{2}\right)\right| \hat{O}(\overrightarrow{0})\left|B_{1}\left(\vec{p}_{1}\right)\right\rangle \tag{51}
\end{equation*}
$$

To first find the eigenvalues of $D$ in Eq. (20) we have to solve a quadratic equation. This gives

$$
\begin{equation*}
\mu^{( \pm)}=\frac{1}{2}\left(\epsilon_{1}+\epsilon_{2}\right) \pm \frac{1}{2} \sqrt{\left(\epsilon_{1}-\epsilon_{2}\right)^{2}+4 \lambda^{2}|a|^{2}} \tag{52}
\end{equation*}
$$

leading to the energies

$$
\begin{equation*}
E_{\lambda}^{( \pm)}=\bar{E}+\mu^{( \pm)}=\frac{1}{2}\left(E_{1}+E_{2}\right) \pm \frac{1}{2} \Delta E_{\lambda} \tag{53}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta E_{\lambda}=E_{\lambda}^{(+)}-E_{\lambda}^{(-)}=\sqrt{\left(E_{1}-E_{2}\right)^{2}+4 \lambda^{2}|a|^{2}} \tag{54}
\end{equation*}
$$

We sketch these energy levels $E^{( \pm)}$in the RH panel of Fig. 2 and compare with the free case $(\lambda \rightarrow 0)$, dashed lines. We see that for $\lambda \neq 0$ then we have the phenomenon of avoided energy levels for $E_{\lambda}^{( \pm)}$.

The eigenvectors $e_{r}^{( \pm)}$are given by

$$
\begin{align*}
e_{r}^{( \pm)} & =\frac{1}{\sqrt{\Delta E_{\lambda}}}\binom{\sqrt{\kappa_{ \pm}}}{ \pm \operatorname{sgn}(\lambda) \sqrt{\kappa_{\mp}} \frac{a}{|a|}}_{r}, \quad \text { with } \\
\kappa_{ \pm} & =\frac{1}{2} \Delta E_{\lambda} \pm \frac{1}{2}\left(E_{1}-E_{2}\right) \tag{55}
\end{align*}
$$

where the normalization factor has been chosen so that $\left|e_{1}^{( \pm)}\right|^{2}+\left|e_{2}^{( \pm)}\right|^{2}=1$. A useful relation is $\kappa_{+} \kappa_{-}=\lambda^{2}|a|^{2}$. Note that the components of the eigenvectors are related: $e_{2}^{(-)}=-\operatorname{sgn}(\lambda) a /|a| e_{1}^{(+)}$and $e_{2}^{(+)}=\operatorname{sgn}(\lambda) a /|a| e_{1}^{(-)}$. We also see that while the Feynman-Hellmann approach cannot yield any information on the phase of the matrix element from the energy as it is the modulus, the phase is however contained in the eigenvectors as $a=|a| \zeta_{a}$ (with $\zeta_{a}$ being the phase of the matrix element).

This result of course includes the degenerate case when the nucleon $\vec{p}, \vec{q}$ momenta are arranged so that their energies are the same, $E_{2}=E_{1}$ (the crossing point in the LH panel of Fig. 2. As discussed earlier, this requires the geometry of the $\vec{p}$ and $\vec{q}$ momenta to be chosen such that $\vec{q}^{2}=-2 \vec{p} \cdot \vec{q}$ with a possible solution $\vec{p}=-\vec{q} / 2$. In this case $\Delta E_{\lambda}=2|\lambda||a|$ and eigenvectors $\vec{e}^{( \pm)}=(1, \pm \operatorname{sgn}(\lambda) a /|a|) / \sqrt{2}$.

Including the spin index, for the numerical case under consideration in Sec. V where we set $\Gamma=\Gamma^{\mathrm{unpol}}$ is to simply average over the spins of the matrix element, $a \rightarrow\left(a_{++}+a_{--}\right) / 2$ as given in Eq. (45). Relations between $a_{--}$and $a_{++}$are given in Appendix A (together with Appendix B). The general result is given in Appendix C.


FIG. 3. LH panel: A sketch of the (unperturbed) energy states $E_{\Sigma}(p), E_{N}(p+q)$ versus $p$ in one dimension for fixed $q$ using units where $q=1$. RH panel: An equivalent sketch of the perturbed energy states, $E^{( \pm)}$. The dashed lines are the free case. The sketch shows the avoided energy levels.

## B. Flavor off-diagonal (transition) matrix elements

We shall now consider flavor off-diagonal (transition) matrix elements taking for definiteness the $\Sigma^{-} \rightarrow n$ decay, or in the isospin limit considered here $\Sigma(s d d) \rightarrow N(u d d)$ as our example, i.e. an $s \rightarrow u$ decay. We take the quark content of the operator as

$$
\begin{equation*}
O(\vec{x}) \sim(\bar{u} \gamma s)(\vec{x}) \tag{56}
\end{equation*}
$$

thus the action is no longer diagonal in quark flavor space. Let us consider the $|\Sigma\rangle$ and $|N\rangle$ as having nearly-degenerate energies (or quasidegenerate energies) and apply the previous formalism, in particular Eqs. (28) and (29).

Following the discussion in Sec. IV A, let us consider again $E_{\Sigma}(\vec{p}) \approx E_{N}(\vec{p}+\vec{q})$ the parallel case to that of the LH panel of Fig. 2 but now extended to the $\Sigma$ particle. In the LH panel of Fig. 3 we sketch this situation for the one-dimensional example. As before we need to
be in a region well-separated from other degeneracies. We now set
$\left|B_{1}\left(\vec{p}_{1}\right)\right\rangle=|\Sigma(\vec{p})\rangle, \quad\left|B_{2}\left(\vec{p}_{2}\right)\right\rangle=|N(\vec{p}+\vec{q})\rangle$.

Again from Eq. (10) let us write $E_{B_{1}}\left(\vec{p}_{1}\right)=E_{\Sigma}(\vec{p})=$ $\bar{E}+\epsilon_{1}$ and $E_{B_{2}}\left(\vec{p}_{2}\right)=E_{N}(\vec{p}+\vec{q})=\bar{E}+\epsilon_{2}$. We then find that $\left\langle B_{r}\left(\vec{p}_{r}\right)\right| \hat{\tilde{\mathcal{O}}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}\right)\right\rangle$ has the same structure as in Eq. (50). So the results from Sec. IV A from Eqs. (50)-(55) remain unchanged. In the RH panel of Fig. 3, we show the interacting (i.e. $\lambda \neq 0$ ) case from Eq. (53). Again we now have an avoided level crossing. In comparison to the previous case (Fig. 2) while very similar, the degeneracy is now shifted to a slightly smaller momentum value.

In Fig. 4 we sketch the corresponding eigenvectors to the eigenvalues of Fig. 3. Shown are $e_{1}^{(-) 2}$ and $e_{2}^{(-) 2}$ against $p$ both for the free and interacting case. While in the free case


FIG. 4. Left panel: The free case where we have plotted $e_{1}^{(-) 2}$ and $e_{2}^{(-) 2}$ against $p$, again taking units where $q=1$. Right panel: The interacting case showing the change of state.
the components of $\vec{e}^{( \pm)}$remain constant (left panel) for the interacting case (right panel) they flip as the momentum $p$ changes.

## V. LATTICE APPLICATION FOR TRANSITION MATRIX ELEMENTS

As an example of this formalism, we shall now consider in more detail how the previous results can be applied to the $\Sigma \rightarrow N$ transition matrix element, i.e. decay $s \rightarrow u$ in the isospin limit as described in Sec. IV B. We first discuss in general the modifications to the action and the fermion inversion procedure before considering the specific numerical results.

## A. The fermion inversion and correlation functions

To apply the results of section IV B we need to consider the action

$$
S=S_{g}+\int_{x}(\bar{u}, \bar{s})\left(\begin{array}{cc}
D_{u} & -\lambda \mathcal{T}  \tag{58}\\
-\lambda \mathcal{T}^{\prime} & D_{s}
\end{array}\right)\binom{u}{s}+\int_{x} \bar{d} D_{d} d
$$

where $S_{g}$ is the gluon action and we shall now consider the fermionic piece in more detail. For simplicity we absorb any clover terms into the $D \mathrm{~s}$. We take the $u$ and $d$ quarks as mass degenerate $m_{u}=m_{d} \equiv m_{l}$, with a common mass $m_{l}$. (A more general situation would require a $3 \times 3$ matrix, when the vector for $u$ and $s$ would be extended to $(u, d, s)$ with nondegenerate quark masses.) For $\mathcal{T}$ we take the general local expression

$$
\begin{equation*}
\mathcal{T}(x, y ; \vec{q})=\gamma e^{i \vec{q} \cdot \vec{x}} \delta_{x, y} \tag{59}
\end{equation*}
$$

For $\gamma_{5}$ Hermiticity for the matrix in Eq. (58) we need $\mathcal{T}^{\prime}=\gamma_{5} \mathcal{T}^{\dagger} \gamma_{5}$. From the action in Eq. (58) we now define the larger-flavor inverse propagator, $\mathcal{M}$, as
$\mathcal{M}=\left(\begin{array}{cc}D_{u} & -\lambda \mathcal{T} \\ -\lambda \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} & D_{s}\end{array}\right) \equiv\left(\begin{array}{cc}\mathcal{M}_{u u} & \mathcal{M}_{u s} \\ \mathcal{M}_{s u} & \mathcal{M}_{s s}\end{array}\right)$,
together with $\mathcal{M}_{d d} \equiv D_{d}$.
We can generate correlation functions, $C_{\lambda r s}(t)^{7}$ for a fixed $\vec{p}, \vec{q}$ by choosing $B^{\prime}$ and $B$ to be either $B_{r}$ or $B_{s}$, as given in Eq. (57). The correlation function matrix for a particular $\vec{p}, \vec{q}$ pair and suitable for a GEVP-type procedure is thus given by

$$
C_{\lambda r s}(t)=\left(\begin{array}{cc}
C_{\lambda \Sigma \Sigma}(t) & C_{\lambda \Sigma N}(t)  \tag{61}\\
C_{\lambda N \Sigma}(t) & C_{\lambda N N}(t)
\end{array}\right)_{r s},
$$

[^5](see Appendix D for more details). The individual correlation functions in this equation are built from Green's functions given by
\[

\left($$
\begin{array}{ll}
G_{u u} & G_{u s}  \tag{62}\\
G_{s u} & G_{s s}
\end{array}
$$\right)=\left($$
\begin{array}{ll}
\left(\mathcal{M}^{-1}\right)_{u u} & \left(\mathcal{M}^{-1}\right)_{u s} \\
\left(\mathcal{M}^{-1}\right)_{s u} & \left(\mathcal{M}^{-1}\right)_{s s}
\end{array}
$$\right) .
\]

The relations are standard between the correlation functions and Green's functions, for completeness we give them in Appendix D.

We now need to invert the matrix $\mathcal{M}$ in Eq. (60). One possibility is to consider a fermion matrix twice the size to the standard single-flavor fermion matrix for the two flavors. Instead we shall consider here $\mathcal{M}$ as a $2 \times 2$ block matrix and invert that. This leads to

$$
\begin{align*}
G^{(u u)} & =\left(1-\lambda^{2} D_{u}^{-1} \mathcal{T} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5}\right)^{-1} D_{u}^{-1} \\
G^{(s s)} & =\left(1-\lambda^{2} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} D_{u}^{-1} \mathcal{T}\right)^{-1} D_{s}^{-1} \tag{63}
\end{align*}
$$

and

$$
\begin{align*}
G^{(u s)} & =\lambda D_{u}^{-1} \mathcal{T} G^{(s s)} \\
G^{(s u)} & =\lambda D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} G^{(u u)} \tag{64}
\end{align*}
$$

The problem with Eq. (63) is that it involves an inversion within an inversion, which computationally would be very expensive. However, for small $\lambda$ (the case considered here) it is sufficient to expand to a low order in $\lambda$, especially as the expansion parameter is $\lambda^{2}$. Thus, given $G_{2 n}^{(u u)}, G_{2 n}^{(s s)}$ we have

$$
\begin{align*}
G_{2 n+2}^{(u u)} & =D_{u}^{-1}+\lambda^{2} D_{u}^{-1} \mathcal{T} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} G_{2 n}^{(u u)}, \\
G_{2 n+2}^{(s s)} & =D_{s}^{-1}+\lambda^{2} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma D_{u}^{-1} \mathcal{T} G_{2 n}^{(s s)}, \tag{65}
\end{align*}
$$

for $n=0,1,2, \ldots$, the exact result being obtained for $n \rightarrow \infty . G_{2 n+1}^{(u s)}$ and $G_{2 n+1}^{(s u)}$ for $n=0,1,2, \ldots$ are then given from Eq. (64) again using $G_{2 n}^{(u u)}, G_{2 n}^{(s s)}$ as input. Effectively each matrix inversion (either $D_{u}^{-1}$ or $D_{s}^{-1}$ ) is associated with an additional power of $\lambda$. Even powers of $\lambda$ vanish for transition terms (and correspondingly odd powers of $\lambda$ vanish for the flavor-diagonal terms). Some more details are given in Appendix E. For example the leading order result $(n=0)$ for both the diagonal and off-diagonal Green's functions are given by

$$
\begin{align*}
G^{(u u)} & =D_{u}^{-1}+O\left(\lambda^{2}\right) \\
G^{(s s)} & =D_{s}^{-1}+O\left(\lambda^{2}\right), \\
G^{(u s)} & =\lambda D_{u}^{-1} \mathcal{T} D_{s}^{-1}+O\left(\lambda^{3}\right), \\
G^{(s u)} & =\lambda D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} D_{u}^{-1}+O\left(\lambda^{3}\right), \tag{66}
\end{align*}
$$

which is possibly sufficient as there are no $O\left(\lambda^{2}\right)$ terms so the validity of the linear term in $\lambda$ could extend further. The off-diagonal correlation functions are now just like the
usual three-point function integrated over the insertion time.

To better justify the Feynman-Hellmann procedure, we shall consider higher-order iterations to approximate the Green's functions to within numerical accuracy. To build the Green's functions we use $\delta_{\vec{x}, \overrightarrow{0}} \delta_{t, 0}$ as the initial source, and build the chain using the previously calculated object as the new source as given in Eq. (65). This has the advantage of producing the Green's function and hence correlation function as a continuous function of $\lambda$ rather than needing a separate evaluation for each value of $\lambda$ chosen. Each subsequent insertion of the operator on the correlation function is constructed using a sequential source with the insertion time being summed over.

Note that for each different operator and momentum $\vec{q}$ we have to recalculate everything. This is opposite to the usual common procedure for three-point functions, where we calculate the second Green's function from the sink to the operator (which allows many operators to be inserted for one second inversion).

## B. The simulation

## 1. The decay matrix element and chosen kinematics

We shall consider in this article the vector matrix element $V_{4}$ for $\Sigma \rightarrow N$ where the $\Sigma$ is stationary, i.e. $\vec{p}=\overrightarrow{0}$ (and $\vec{q}=\vec{p}^{\prime}-\overrightarrow{0}$ ). Then the (Euclidean) momentum transfer is given in this case by ${ }^{8}$
$q=\left(i\left(M_{\Sigma}-E_{N}(\vec{q})\right), \vec{q}\right), \quad$ or $\quad Q^{2}=-\left(M_{\Sigma}-E_{N}(\vec{q})\right)^{2}+\vec{q}^{2}$.

From Eq. (45) we must average the matrix element over the spin index. These can be computed using the results given in Appendix A together with those in Appendix B. This gives ${ }^{9}$

$$
\begin{align*}
& \langle N(\vec{q},+)| \bar{u} \gamma_{4} s|\Sigma(\overrightarrow{0},+)\rangle_{\mathrm{rel}} \\
& \quad=\sqrt{2 M_{\Sigma}\left(E_{N}(\vec{q})+M_{N}\right)} \\
& \quad \times\left(f_{1}^{\Sigma N}\left(Q^{2}\right)+\frac{E_{N}(\vec{q})-M_{N}}{M_{N}+M_{\Sigma}} f_{2}^{\Sigma N}\left(Q^{2}\right)\right. \\
& \left.\quad+\frac{E_{N}(\vec{q})-M_{\Sigma}}{M_{N}+M_{\Sigma}} f_{3}^{\Sigma N}\left(Q^{2}\right)\right) . \tag{68}
\end{align*}
$$

[^6]This uses the relativistic normalization, see Eq. (15). (We emphasize this here with the subscript.) Note that the matrix element in Eq. (68) can be considered as a function of $Q^{2}$ as Eq. (67) gives $E_{N}(\vec{q})=\left(Q^{2}+M_{\Sigma}^{2}+M_{N}^{2}\right) /\left(2 M_{\Sigma}\right)$ which can be used to eliminate $E_{N}(\vec{q})$ on the rhs of Eq. (68). Denoting the various spin components by $a_{ \pm \pm}$ then we also find as expected $a_{--}=a_{++}, a_{+-}=0=a_{-+}$. (For this case, the matrix element is real.) In the following for simplicity we will suppress the spin index.
$\Delta E_{\lambda}$ from Eq. (54) is given as the (positive) difference in the perturbed energies

$$
\begin{equation*}
\Delta E_{\lambda}=\sqrt{\left(M_{\Sigma}-E_{N}(\vec{q})\right)^{2}+4 \lambda^{2}\left(\frac{\langle N(\vec{q})| \bar{u} \gamma_{4} s|\Sigma(\overrightarrow{0})\rangle_{\mathrm{rel}}{ }^{2}}{\left(2 E_{N}(\vec{q})\right)\left(2 M_{\Sigma}\right)}\right)} . \tag{69}
\end{equation*}
$$

It is thus sufficient to construct just a matrix of correlation functions, as given in Eq. (61) and then apply the GEVP procedure to this.

## 2. GEVP

We apply the GEVP to the $2 \times 2$ correlator matrix $C_{\lambda}(t)$, Eq. (61). The variation of the method we use here [24] is to first determine the left $v^{(i)}$ and right $u^{(i)}$ eigenvectors and then project out the eigenvalues

$$
\begin{equation*}
c^{(i)}(t)=e^{-E_{\lambda}^{(i)} t} \tag{70}
\end{equation*}
$$

for $E_{\lambda}^{(i)}, i= \pm$ [see Eq. (53)]. To achieve this, we consider $t_{0}$ and a further time $t_{0}+\Delta t_{0}$ to construct the following eigenvalue equations

$$
\begin{gather*}
C_{\lambda}^{-1}\left(t_{0}\right) C_{\lambda}\left(t_{0}+\Delta t_{0}\right) u^{(i)}\left(t_{0}, \Delta t_{0}\right)=c^{(i)}\left(\Delta t_{0}\right) u^{(i)}\left(t_{0}, \Delta t_{0}\right) \\
v^{(i) \dagger}\left(t_{0}, \Delta t_{0}\right) C_{\lambda}\left(t_{0}+\Delta t_{0}\right) C_{\lambda}^{-1}\left(t_{0}\right)=c^{(i)}\left(\Delta t_{0}\right) v^{(i) \dagger}\left(t_{0}, \Delta t_{0}\right) \\
i= \pm \tag{71}
\end{gather*}
$$

Solving these equations will give the fixed eigenvectors $u$ and $v$ (i.e. independent of $t$ ) which can be combined with the correlator matrix to construct a new correlation function

$$
\begin{equation*}
C_{\lambda}^{(i)}(t)=v^{(i) \dagger} C_{\lambda}(t) u^{(i)}, \quad i= \pm \tag{72}
\end{equation*}
$$

which projects out the eigenvalue $c^{(i)}(t)$, Eq. (70). Using Eqs. (46) and (47) this means that

$$
\begin{equation*}
v_{r}^{(i)}=\frac{N^{(i)}}{Z_{r}} e_{r}^{(i)}, \quad \text { and } \quad u_{s}^{(i)}=\frac{\bar{N}^{(i)}}{\bar{Z}_{s}} e_{s}^{(i)} \tag{73}
\end{equation*}
$$

where $N^{(i)}$ and $\bar{N}^{(i)}$ are normalization constants. Essentially $v_{r}^{(i) *}$ measures the component of $B_{r}$ in the $i$ th eigenvector
and similarly for $u_{s}^{(i)}$ and $\bar{B}_{s}$. (The above statements and equations are not restricted to just the $d_{s}=2$ case.)

These two correlators $C_{\lambda}^{(i)}(t), i= \pm$ represent the two low-lying eigenstates of the system which of course includes the perturbation to the action. To relate this to the transition form factors in Eq. (69) we thus require the energy splitting between these two states. To extract this energy splitting we construct the ratio of the correlators

$$
\begin{equation*}
R_{\lambda}(t)=\frac{C_{\lambda}^{(+)}(t)}{C_{\lambda}^{(-)}(t)} \stackrel{\stackrel{>}{\otimes 0}}{\propto} e^{-\Delta E_{\lambda} t} \tag{74}
\end{equation*}
$$

which in the large Euclidean time limit will behave like a single exponential function and will show up in the effective energy as a plateau region. We thus use this effective energy to pick out a suitable plateau region and then fit a one-exponential function to the ratio. The two important parameters of the GEVP calculation are $t_{0}$ and $\Delta t_{0}$. Optimally the time range from $t_{0}$ and $t_{0}+\Delta t_{0}$ needs to be in a region where the ground state is saturated but the signal-to-noise ratio is still sufficiently high to exclude any effects from higher states.

## 3. Lattice details

Numerical simulations have been performed using $N_{f}=2+1 O(a)$ improved clover Wilson fermions [36] at $\beta=5.50$ and $\left(\kappa_{l}, \kappa_{s}\right)=(0.121040,0.120620)$ on a $N_{s}^{3} \times N_{t}=32^{3} \times 64$ lattice size. More definitions and details are given in [37]. We briefly mention here that our strategy is to keep the average bare quark mass constant from a value on the $S U(3)$ flavor symmetry line. The above $\left(\kappa_{l}, \kappa_{s}\right)$ have been chosen to correspond to $\kappa_{l}=\kappa_{s} \equiv \kappa_{0}=$ 0.120900 at the $S U(3)$ flavor symmetric point. The "distance" in lattice units from the flavor symmetric line is given by $\delta m_{l}$ which is defined by

$$
\begin{equation*}
\delta m_{l}=\frac{1}{2}\left(\frac{1}{\kappa_{l}}-\frac{1}{\kappa_{0}}\right), \tag{75}
\end{equation*}
$$

and here is $\sim-0.005 . S U(3)$ flavor breaking terms have been determined, which allows an extrapolation to the physical point for both hadron masses, [37] and matrix elements $[28,35]$. This situation corresponds to a lattice spacing of $a \sim 0.074 \mathrm{fm} \sim 1 /(2.67 \mathrm{GeV})$ leading to a pion mass of $\sim 330 \mathrm{MeV}$. Errors given in the following are primarily statistical [using $\sim O(500)$ configurations] using a bootstrap method.

## 4. Twisted boundary conditions

While the formalism developed here is designed to allow nondegenerate energy states (quasidegenerate energy states), it is clearly necessary to keep the energy of the
states close to each other. Spatial momentum on the lattice is discretized and given in each direction in steps of $2 \pi / N_{s}$, which is coarse on this lattice size and makes this requirement difficult to achieve. To obtain a finer energy-level separation we use twisted boundary conditions, [38]; it is sufficient to apply this just to the valence quarks [39-42]. In general we take for a quark, $q$,

$$
\begin{equation*}
q\left(\vec{x}+N_{s} \vec{e}_{i}, t\right)=e^{i \theta_{i}} q(\vec{x}, t), \quad i=1,2,3 . \tag{76}
\end{equation*}
$$

This is rather similar to the Feynman-Hellmann procedure described earlier, and leads to a shift in the momentum in the Green's function by $\vec{\theta} / N_{s}$. Specifically, we choose to compose $\vec{q}$ as a twist for the $u$ quark in the 2-direction. In other words we set the lattice momenta to

$$
\begin{equation*}
\vec{p}=\overrightarrow{0}, \quad \vec{q}=\left(0, \frac{\theta_{2}}{N_{s}}, 0\right) \tag{77}
\end{equation*}
$$

and use the results of Sec. IV B. For the runs and number of configurations used in this article, we have determined the masses (in lattice units) as $M_{N}=0.424(11)$ and $M_{\Sigma}=0.461(10)$ close to those given in [37] (the number of configurations used in this study is somewhat smaller). In Table I we give the $\theta_{2}$-parameter values that we have used in our investigation. Run \#1 in Table 1 corresponds to $\vec{q}=\overrightarrow{0}$ or " $q_{\max }$ ", run \#2 corresponds approximately to $Q^{2}=0$, while runs \#5 and \#6 are the closest we have achieved to $E_{N}(\overrightarrow{0}+\vec{q})=E_{\Sigma}(\overrightarrow{0})=M_{\Sigma}$. In Table 1 we also give $\vec{q}^{2}, E_{N}(\vec{q})$ and the difference $M_{\Sigma}-E_{N}(\vec{q})$ (all in lattice units). These are the measured values from the relevant two-point correlation functions.

## C. Tests

## 1. Correlators and GEVP

We first wish to determine the value of $n$ required for the expansions in Eq. (65) to provide a good approximation for the full Green's function of Eq. (63). In Fig. 5 values of the four correlators for $t_{0}=6$ and $\Delta t_{0}=4$ where the Green's functions and hence correlation functions are computed

TABLE I. $\theta_{2}$-twist values, together with $\vec{q}^{2}, E_{N}(\vec{q}), M_{\Sigma}-$ $E_{N}(\vec{q})$ in lattice units. In addition $M_{N}=0.424(11)$ and $M_{\Sigma}=0.461(11)$. \# denotes the run number.

| Run \# | $\theta_{2} / \pi$ | $\vec{q}^{2}$ | $E_{N}$ | $M_{\Sigma}-E_{N}$ |
| :--- | :--- | :--- | :---: | ---: |
| 1 | 0.0 | 0.0 | $0.424(11)$ | $0.0366(33)$ |
| 2 | 0.448 | 0.0019 | $0.429(10)$ | $0.0351(35)$ |
| 3 | 1 | 0.0096 | $0.437(10)$ | $0.0301(42)$ |
| 4 | 1.6 | 0.0247 | $0.450(12)$ | $0.0182(57)$ |
| 5 | 2.06 | 0.0408 | $0.462(12)$ | $0.0030(69)$ |
| 6 | 2.25 | 0.0488 | $0.469(13)$ | $-0.0037(78)$ |



FIG. 5. LH panel: The $C_{\lambda \Sigma \Sigma}$ correlation functions at $O(1), O\left(\lambda^{2}\right)$ and $O\left(\lambda^{4}\right)$, (squares, circles and stars, respectively) and $C_{\lambda \Sigma N}$ correlation functions at $O(\lambda)$ and $O\left(\lambda^{3}\right)$ (upper triangles and lower triangles, respectively) at $\lambda=0.025$ against $t$ for $t_{0}=6$ and $\Delta t_{0}=4$. The lower subplot shows the ratio of correlation functions $C_{\lambda \Sigma B}(B=\Sigma$, squares and $B=N$, triangles) between the two highest orders of $\lambda$ available. RH panel: Similarly for $C_{\lambda N N}$ and $C_{\lambda N \Sigma}$. The points are slightly offset for visibility. Both results are for run \#5 where \# denotes the run number.
to various orders of $\lambda$ by iterating Eq. (65). ${ }^{10}$ The LH panel shows the $C_{\lambda \Sigma \Sigma}$ and $C_{\lambda \Sigma N}$ correlation functions with $\lambda=0.025$. The lower subplot shows the ratio of the correlation functions between the two highest orders of $\lambda$ available, to give an impression of the convergence of the series. For the diagonal correlators we see that the change is negligible, while for the off-diagonal correlation functions the change is at most a few $\%$ and in the region where the fits are made (see Fig. 6) at most $\sim 1 \%$. The RH panel shows the $C_{\lambda N N}$ and $C_{\lambda N \Sigma}$ correlators also at $\lambda=0.025$. A similar discussion and conclusion holds as for the LH panel.

Applying the GEVP to the $2 \times 2$ matrix of correlation functions $\Delta E_{\lambda}$ is calculated from Eq. (74). The results for $\Delta E_{\lambda}$ are dependent on $\lambda$, Eq. (69), so as $\lambda$ increases, the resulting correlation functions will have increasing linear-in-time contributions that become dominant. In Fig. 6 we investigate this by showing the energy difference $\left(\Delta E_{\lambda}\right)_{\text {eff }}$ versus $t$ where using Eq. (74) we have $\left(\Delta E_{\lambda}\right)_{\text {eff }}=$ $-\ln \left(R_{\lambda}(t+1) / R_{\lambda}(t)\right)$. Again in the upper two plots the various orders in $\lambda$ are shown; $O(\lambda), O\left(\lambda^{2}\right), O\left(\lambda^{3}\right)$, and $O\left(\lambda^{4}\right)$. The upper LH panel is with $\lambda=0.025$, while the upper RH panel is for $\lambda=0.05$. It can be seen that the correlator at $O(\lambda)$ starts to drift up at the higher value of $\lambda$, however $\Delta E_{\lambda}$ for $O\left(\lambda^{4}\right)$ still shows a plateau for this value of $\lambda$. Again, as discussed previously for the correlation functions in Fig. 5 this gives an impression of the convergence of the Green's functions in Eq. (65) and it's effect

[^7]on the determined energies. In the lower two plots we use an expanded scale for the $O\left(\lambda^{4}\right)$ results.

We need to check that the parameters used in the GEVP are appropriate and give reliable results. This becomes more of an issue as the energies of the two states come closer together. We will use some criteria to determine an optimal set of parameters [43]:
(i) The correlation functions should have a good statistical signal over the range spanned by $t_{0}$ and $\Delta t_{0}$;
(ii) The estimate of the energy difference from $c^{(i)}$ should be close to the final estimate of the energy difference.
The energies can also be estimated directly from the eigenvalues $c^{(i)}$ by using $E_{\lambda}\left(c^{(i)}\right)=-\ln c^{(i)} / \Delta t_{0}$. Since we are interested in the energy difference between the two states, we will consider $\Delta E_{\lambda}\left(c^{+}, c^{-}\right)=-\ln \left(c^{(+)} / c^{(-)}\right) / \Delta t_{0}$. This alternative estimation will then be compared to the energy shift from fitting to the (diagonal) ratio of correlators as described in Eq. (74).

Figure 7 shows the difference between these two estimates of the energies as a function of both $t_{0}$ and $\Delta t_{0}$ for run $\# 5$. For $\Delta t_{0} \geq 4$ the uncertainty in the difference is reduced and for $t_{0} \geq 6$ the difference starts to agree with zero. Therefore, we will choose $t_{0}=6, \Delta t_{0}=4$ as the parameters for the GEVP in runs \#4, \#5 and \#6. For the first three runs the difference between the energies of the nucleon and $\Sigma$ is large enough that the GEVP gives consistent results for smaller parameters and so we choose $t_{0}=4, \Delta t_{0}=2$ for those runs.

With this preliminary background we now discuss the energy shifts and state mixing.


FIG. 6. Upper LH panel: $\left(\Delta E_{\lambda}\right)_{\text {eff }}$ versus $t$ for $\lambda=0.025$ at $O(\lambda)$ (circles), $O\left(\lambda^{2}\right)$ (triangles), $O\left(\lambda^{3}\right)$ (stars), $O\left(\lambda^{4}\right)$ (squares) for run \#5. Upper RH panel: Similarly for $\lambda=0.05$. The points are slightly offset for visibility. Also shown is the fit interval used and fit using Eq. (74). Lower LH plot: An expanded plot of the upper LH plot at $O\left(\lambda^{4}\right)$ (squares). Lower RH plot: Similarly for the upper RH plot.


FIG. 7. The difference between two estimates of $\Delta E_{\lambda}$, one calculated from the eigenvalues of the GEVP and the other from a fit to the ratio of correlators in Eq. (74). The difference is shown as a function of both $t_{0}$ and $\Delta t_{0}$. For each value of $\Delta t_{0}$ it is shown for the values $t_{0}=1-8$, where the dashed lines separate the values of $\Delta t_{0}$. These results are from run $\# 5$. The uncertainties are reduced for $\Delta t_{0} \geq 4$ and they start agreeing with zero for $t_{0} \geq 6$.

## 2. Energy shifts

We now consider the dependence of $\Delta E_{\lambda}$ with $\lambda$. In Fig. 8 we show the $\lambda$ dependence for run $\# 1$ (left panel) and \#5 (right panel). As the numerical results for the correlation functions are coefficients of a polynomial in $\lambda$ to $\lambda^{4}$ we are able to give the results for $\Delta E_{\lambda}$ as a continuous function of $\lambda$. This allows a comparison of the numerical results for the various orders in $\lambda$. Following this we take the range of $\lambda$ to be determined when the last iteration in $\lambda$ produces little perceptible numerical effect and we have confidence in the order of approximation of the Green's function in Eq. (65). From the plots in Fig. 8 between the $O\left(\lambda^{3}\right)$ and $O\left(\lambda^{4}\right)$ terms this is the case for the range for $\lambda$ of $0 \leq \lambda \lesssim 0.04$.

## 3. State mixing

The eigenvectors which resulted from the GEVP calculation give insight into how much mixing is occuring


FIG. 8. LH panel: The $\lambda$-dependence for run $\# 1$ for $\Delta E_{\lambda}$. The numerical results for each order in $\lambda\left(O(\lambda), O\left(\lambda^{2}\right), O\left(\lambda^{3}\right)\right.$ and $\left.O\left(\lambda^{4}\right)\right)$ are given as bands. RH panel: Similarly for run \#5.
between the two states at the given $\lambda$ value. We expect there to be minimal mixing for the data at momentum values which are far removed from the crossover point of the nucleon energy and the sigma mass, and more mixing for momentum values near the crossover point. To show how the mixing changes, we now consider the eigenvectors.

For each eigenvector the square of each component separately will then give an indication of how the mixing changes with respect to the momentum (the normalization of each eigenvector being 1). This can be seen in Fig. 9 where in the LH panel we plot the normalized $\left(Z_{r} v_{r}^{(-)}\right)^{2}$ for $r=1$ (squares) and 2 (triangles) versus $\vec{q}^{2}$, where $v_{r}^{(-)}$is determined by the GEVP procedure. From Eq. (73) we see that these are equal to $e_{r}^{(-) 2}$. As a check we also show in the RH panel of the figure $e_{r}^{(-) 2}, r=1,2$ directly computed from Eq. (55) using the previously determined fit values from the energies. [As also discussed there the $e_{r}^{(+) 2}$ are related to the $e_{r}^{(-) 2}$ by an interchange.] Values near zero or
one indicate minimal state mixing and values near $1 / 2$ indicate a high amount of mixing between the states. Mixing occurs after run $\# 4$ where $E_{N} \approx M_{\Sigma}$.

We shall consider avoided energy level mixing in more detail in Sec. VIB.

## VI. RESULTS

## A. Energy-level comparison

In the RH panel of Fig. 8 it can be seen that it is possible for the energy shift to be negative for small values of $\lambda$. This is due to the ordering of the states being difficult to determine at these values of $\lambda$. Since the fitting function in Eq. (69) is strictly positive, it will not produce a good fit for the runs where $\Delta E_{\lambda}$ gets close to zero. To solve this, we square the data and fit to the square of the function in Eq. (69). We will also predetermine the value of the energy shift for the unperturbed two-point function $\Delta E_{0}=\left|E_{N}(\vec{q})-M_{\Sigma}\right|$ (i.e. $\lambda=0$ ) and fix this in the


FIG. 9. LH panel: Normalized $Z_{r} v_{r}^{(-) 2}\left(r=1\right.$ squares, $r=2$ triangles) against $\vec{q}^{2}$. From Eq. (73) we see that these are equal to $e_{r}^{(-) 2}$. RH panel: $e_{r}^{(-) 2},\left(r=1\right.$ squares, $r=2$ triangles) from Eq. (55) against momentum $\vec{q}^{2}$. Both plots are for $\lambda=0.025$.


FIG. 10. The $\lambda$-dependence for runs \#1 (top left), \#2 (top right), \#3 (center left), \#4 (center right) \#5 (bottom left) and \#6 (bottom right) for $\Delta E_{\lambda}$. The numerical results at $O\left(\lambda^{4}\right)$ are given as bands. The fits are given from using the square of Eq. (69) as further discussed in the text.
fitting function. The matrix element is now the only free parameter.

In Fig. 10 we show the $\lambda$ dependence of the energy shifts, $\Delta E_{\lambda}$, for runs \#1-\#6 at $O\left(\lambda^{4}\right)$. These, together with their associated errors, are shown as bands in the figures. A fit is made by using the square of Eq. (69). We clearly see in the series of plots that when the
quasidegenerate states become simply degenerate states i.e. if $E_{N}(\vec{q}) \approx M_{\Sigma}$ (runs \#5 and \#6) then we have approximate linear behavior in $\lambda$ through the origin.

## B. Avoided energy-level crossing

We now investigate avoided energy-level crossing. In the LH plot of Fig. 3 we sketched the noninteracting case.


FIG. 11. LH panel: The noninteracting $\Sigma$ mass (filled triangles) and $N$ energy states (filled squares) as a function of $\vec{q}^{2}$ using the results of Table I. RH panel: The mixed states $E_{\lambda}^{(-)}$shown as crosses and $E_{\lambda}^{(+)}$shown as stars.

In the interacting case (RH plot of Fig. 3) the quasienergy levels will avoid each other. While previously we only considered $\Delta E_{\lambda}$, we now consider each energy level, $E_{\lambda}^{( \pm)}$, separately. We compute these from Eq. (53) by using the previously determined $\Delta E_{\lambda}$ together with $E_{N}(\vec{q})$ and $M_{\Sigma}$. In the LH panel of Fig. 11 we plot noninteracting stationary $\Sigma$ and the measured $E_{N}(\vec{q})$ against $\vec{q}^{2}$ using the $\lambda=0.025$ results. We see that the energies cross for runs \#5 and \#6. In the RH panel of Fig. 11 we show the interacting case, where we now see avoided level crossing of the two energy states. This is similar to the case discussed in Sec. IV B.

## C. Result comparison

The results shown in Sec. VIA are for the "bare" matrix element. We take the renormalization constant $Z_{V}=0.863(4)$, [35]. This is determined from quarkcounting for the flavor diagonal matrix elements at zero 3-momentum. Practically this means for this transition matrix element that $f_{1}^{2 N}$ is renormalized. From Eq. (68) at $\vec{q}=\overrightarrow{0}$, the coefficient of the $f_{2}^{\Sigma N}$ term vanishes, the coefficient of the $f_{3}^{\Sigma N}$ term is $O\left(M_{\Sigma}-M_{N}\right) \sim O\left(\delta m_{l}\right)$, while $f_{3}^{\Sigma N}$ is also $O\left(\delta m_{l}\right)$ and hence this term is $O\left(\delta m_{l}\right)^{2}$ and so is negligible. [ $\delta m_{l}$ the "distance" from the flavorsymmetric line is given in Eq. (75).] For the matrix element expansions in $\delta m_{l}$ see, for example, [28,35].

We first wish to compare our results with other derivations using the standard approach, e.g. [44], by computing three-point correlation functions. Briefly, for completeness, defining an (unpolarized) three-point correlation function

$$
\begin{equation*}
C_{N V_{4} \Sigma}(t, \tau ; \vec{q}, \overrightarrow{0})=\operatorname{tr} \Gamma^{\mathrm{unpol}}\left\langle\hat{\tilde{N}}(t ; \vec{q}) \hat{V}_{4}(\tau) \hat{\bar{\Sigma}}(0, \overrightarrow{0})\right\rangle, \tag{78}
\end{equation*}
$$

analogously to the two-point correlation function of Eqs. (1) and (43) and applying the same techniques as described earlier and results from Sec. B.2.1 we look for a plateau in the ratio $R(t, \tau ; \overrightarrow{0}, \vec{p})$ defined as

$$
\begin{align*}
R(t, \tau ; \vec{q}, \overrightarrow{0})= & \frac{C_{N V_{4} \Sigma}(t, \tau ; \vec{q}, \overrightarrow{0})}{C_{\Sigma \Sigma}(t ; \overrightarrow{0})} \\
& \times \sqrt{\frac{C_{\Sigma \Sigma}(\tau ; \overrightarrow{0}) C_{\Sigma \Sigma}(t ; \overrightarrow{0}) C_{N N}(t-\tau ; \vec{q})}{C_{N N}(\tau ; \vec{q}) C_{N N}(t ; \vec{q}) C_{\Sigma \Sigma}(t-\tau ; \overrightarrow{0})}} \\
= & \frac{1}{\sqrt{2 E_{N}(\vec{q}) 2 M_{\Sigma}}}\langle N(\vec{q})| \bar{u} \gamma_{4} S|\Sigma(\overrightarrow{0})\rangle_{\mathrm{rel}} . \tag{79}
\end{align*}
$$

A similar result holds for $C_{\Sigma V_{4}^{\dagger} N}(t, \tau ; \overrightarrow{0}, \vec{q})$ by swapping $\Sigma \leftrightarrow N$ and considering the inverse process. At $\vec{q}=\overrightarrow{0}$, the "double ratio" method, e.g. [41] is employed

$$
\begin{align*}
R(t, \tau ; \overrightarrow{0}, \overrightarrow{0}) & =\sqrt{\frac{C_{N V_{4} \Sigma}(t, \tau ; \overrightarrow{0}, \overrightarrow{0}) C_{\Sigma V_{4}^{\dagger N}}(t, \tau ; \overrightarrow{0}, \overrightarrow{0})}{C_{\Sigma \Sigma}(t ; \overrightarrow{0}) C_{N N}(t ; \overrightarrow{0})}} \\
& =\frac{1}{\sqrt{2 M_{N} 2 M_{\Sigma}}}\langle N(\vec{q})| \bar{u} \gamma_{4} s|\Sigma(\overrightarrow{0})\rangle_{\mathrm{rel}} . \tag{80}
\end{align*}
$$

For this case this gives reduced error bars and a more prominent plateau.

In Fig. 12 various comparison ratios are shown for $Q^{2} \sim 0.27 \mathrm{GeV}^{2}$ for the 3 -point correlation function approach, using Eq. (79). The individual results for a given $t$ (i.e. difference between baryon source and sink times) have smaller error bars, but due to excited states in the three-point correlation functions we have to perform measurements for various $t$ and extrapolate. An excited


FIG. 12. Comparing the three-point correlation function results to the Feynman-Hellmann results. Left to right the first three plots for the three-point function ratios for sink-source separation $t=10,13$ and 16 (filled squares, diamonds and crosses respectively). Global fits including a single additional excited state are also shown. The horizontal band shows the global fit value for the matrix element. The fourth RH plot shows these results for the three $t$ values together with their extrapolated value (cross). For comparison we also show the closest Feynman-Hellmann result, filled upper triangle for run \#5.
state can be accounted for by expanding the two- and threepoint correlation functions to include contributions from such an excited state and globally fitting for various $t$ values, here $t=10,13$ and 16, simultaneously (following for example [45]). The masses (including the excited state masses) have been previously determined from the twopoint correlation function. This gives the various fits in Fig. 12. The constant in the fit then gives the relevant matrix element as in Eq. (79). Again all calculations are performed on the same set of gauge configurations with 500 configurations used for each source-sink separation.

The Feynman-Hellmann approach has larger error bars, but as a two-point correlation function measurement we

TABLE II. The renormalized matrix element, $\langle N(\vec{q})| \bar{u} \gamma_{4} s \times$ $|\Sigma(\overrightarrow{0})\rangle_{\text {rel }}^{\text {ren }}$ against $Q^{2}$ in $\mathrm{GeV}^{2}$ for the six runs. We also give five additional $Q^{2}$ results-runs $\# a-\# e-$ using the methods described in Eqs. (78)-(80).

| Run \# | $Q^{2}\left[\mathrm{GeV}^{2}\right]$ | $\langle N(\vec{q})\| \bar{u} \gamma_{4} s\|\Sigma(\overrightarrow{0})\rangle_{\text {rel }}^{\text {ren }}$ |
| :--- | :---: | :---: |



FIG. 13. Results for $\langle N(\vec{q})| \bar{u} \gamma_{4} s|\Sigma(\overrightarrow{0})\rangle_{\text {rel }}^{\text {ren }}$ versus $Q^{2}$. Runs \#1-\#6 are given as (filled) triangles. We also make a comparison for this result with results using standard approaches to the computation. The (open) circles are results obtained from the threepoint correlation function, Eq. (79) or the double ratio, Eq. (80).
largely avoid this extrapolation. A comparison with the result of run \#5 ( $\left.Q^{2} \sim 0.29 \mathrm{GeV}^{2}\right)$ is also given in the figure both for the various $t_{\text {sep }}$ and the extrapolated value. The results are compatible for the different approaches.

The results are given in Table II and in Fig. 13 we plot $\langle N(\vec{q})| \bar{u} \gamma_{4} s|\Sigma(\overrightarrow{0})\rangle_{\text {rel }}^{\text {ren }}$ for runs \#1-\#6 against $Q^{2}$. There is good overall agreement between the two methods and in particular confirm the values obtained from the approach using the Feynman-Hellmann theorem.

These results show that the Feynman-Hellmann theorem can be used for the calculation of transition form factors using two-point functions. This opens the way for more extensive calculations which can make use of the many tools and techniques available for controlling the contamination due to excited states in two-point functions.

## VII. CONCLUSIONS

In this article we have extended the use of the FeynmanHellmann theorem in calculating (nucleon) matrix elements with momentum transfer to situations where the relevant energy levels are not degenerate, but nearly degenerate or quasidegenerate as sketched in Fig. 1. While for flavordiagonal matrix elements this increases the scope of application of the Feynman-Hellmann theorem, as the associated energy levels now do not have to be exactly degenerate, it now additionally allows for the computation of transition matrix elements. These latter matrix elements are naturally derived using quasidegenerate energy states.

In Sec. III, using the Dyson expansion in the Hamiltonian formalism, where the relevant operator is regarded as a perturbation in an expansion parameter $\lambda$, see Eq. (5), we gave a derivation of the basic result leading to Eq. (28). In Sec. IV several examples are discussed, first for flavordiagonal matrix elements and then followed by flavor offdiagonal or transition matrix elements.

An example of the $\Sigma \rightarrow N$ decay (i.e. $s \rightarrow u$ transition) for the vector current is considered. This necessitates the generalization of the action to include flavor nondiagonal terms. To minimize numerical cost this is expanded to a sufficiently high order in $\lambda$ and then the two-point correlation function is reconstructed allowing a range of $\lambda$ to be considered. Numerical results are then discussed in Sec. V. Avoided level crossing is demonstrated for the quasidegenerate enery states. A comparison is made with results for the matrix element using the conventional three-point correlation function approach. Although in this article we only consider the vector-current transition matrix element, in the Appendixes, for completeness, we give the results for all possible Dirac structures of the currents.

The availability of a large range of source-sink separations and the fact that there is only one exponentially decreasing set of excited states to deal with reduces the complexity of this task compared to the equivalent three-point function calculations. Additionally, the expansion of the matrix inversion in terms of the perturbation parameter used in this method presents a convenient way to extend the applicable range of this method. Further calculations will be required to determine whether it remains viable when approaching the physical quark masses when there are larger mass splittings.
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## APPENDIX A: EUCLIDEAN MATRIX ELEMENTS

We take the Minkowski generalized currents to be given by

$$
\begin{equation*}
J^{F}(x)=(\bar{q} F \gamma q)(x) \equiv \sum_{f_{1}, f_{2}=1}^{3} F_{f_{1}, f_{2}}\left(\bar{q}_{f_{1}} \gamma q_{f_{2}}\right)(x) \tag{A1}
\end{equation*}
$$

where $q$ is a flavor vector, $q=(u, d, s)^{T}, F$ is a flavor matrix and with $\gamma=\gamma_{\mu}, \gamma_{\mu} \gamma_{5}, I, i \gamma_{5}, \sigma_{\mu \nu}=i / 2\left[\gamma_{\mu}, \gamma_{\nu}\right]$ for the vector, axial, scalar, pseudoscalar and tensor currents. (This ensures that $J^{F \dagger}=J^{F^{T}}$.) The further generalization to operators including covariant derivatives is straightforward. We then take the Minkowski form factors as given in [35].

The Euclidean matrix elements are given by ${ }^{11}$

$$
\begin{equation*}
\left\langle B^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right)\right| J^{F}(\vec{q})|B(\vec{p}, \sigma)\rangle=\bar{u}_{B^{\prime}}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \mathcal{J}^{F}(q) u_{B}(\vec{p}, \sigma), \tag{A2}
\end{equation*}
$$

where the generalized currents $J^{F}(\vec{q})^{12}$ also have the same flavor structure as defined by Eq. (A1) but now using the conventions in [32] with the Euclidean gamma matrices $\gamma=\gamma_{\mu}, i \gamma_{\mu} \gamma_{5}, I, \gamma_{5}=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}, \sigma_{\mu \nu}=i / 2\left[\gamma_{\mu}, \gamma_{\nu}\right]$ for vector $V_{\mu}$, axial $A_{\mu}$, scalar, $S$, pseudoscalar, $P$, and tensor, $T_{\mu \nu}$, respectively. The Euclidean gamma matrices, $\gamma_{\mu}$, are now all Hermitian, $\gamma_{\mu}^{\dagger}=\gamma_{\mu}$. The relation between the Euclidean formulation of the action and Hamiltonian (and hence also for matrix elements) is discussed in [48,49]. Suppressing the flavor matrix, the $\mathcal{J}^{F}(q)$ are given by

$$
\begin{align*}
\mathcal{V}_{\mu}(q)= & \gamma_{\mu} f_{1}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)+\sigma_{\mu \nu} q_{v} \frac{f_{2}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{M_{B^{\prime}}+M_{B}}-i q_{\mu} \frac{f_{3}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{M_{B^{\prime}}+M_{B}}, \\
\mathcal{A}_{\mu}(q)= & i \gamma_{\mu} \gamma_{5} g_{1}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)+i \sigma_{\mu \nu} \gamma_{5} q_{v} \frac{g_{2}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{M_{B^{\prime}}+M_{B}} \\
& +q_{\mu} \gamma_{5} \frac{g_{3}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{M_{B^{\prime}}+M_{B}}, \\
\mathcal{S}(q)= & g_{S}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right), \\
\mathcal{P}(q)= & g_{P}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right), \\
\mathcal{T}_{\mu \nu}(q)= & \sigma_{\mu \nu} h_{1}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)+\left(q_{\mu} \gamma_{\nu}-q_{\nu} \gamma_{\mu}\right) \frac{h_{2}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{M_{B^{\prime}}+M_{B}} \\
& -\left(\sigma_{\mu \lambda} q_{\nu}-\sigma_{\nu \lambda} q_{\mu}\right) q_{\lambda} \frac{h_{3}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{\left(M_{B^{\prime}}+M_{B}\right)^{2}} \\
& +2 \epsilon_{\mu \nu \rho \sigma} q_{\rho} \gamma_{\sigma} \gamma_{5} \frac{h_{4}^{\mathrm{BB}^{\prime}}\left(Q^{2}\right)}{M_{B^{\prime}}+M_{B}} . \tag{A3}
\end{align*}
$$

As we are using the conventions of [35] then we have taken in these expressions

$$
\begin{equation*}
q=p^{\prime}-p=\left(i\left(E_{B^{\prime}}-E_{B}\right), \vec{p}^{\prime}-\vec{p}\right) \tag{A4}
\end{equation*}
$$

[^8]TABLE III. The $\eta_{\gamma}$ factors.

| $\gamma$ | $\gamma_{4}$ | $\gamma_{i}$ | $i \gamma_{4} \gamma_{5}$ | $i \gamma_{i} \gamma_{5}$ | $I$ | $\gamma_{5}$ | $\sigma_{i 4}$ | $\sigma_{i j}$ | $\sigma_{i 4} \gamma_{5}$ | $\sigma_{i j} \gamma_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta_{\gamma}$ | + | - | + | - | + | - | + | - | - | + |

This is the convention for scattering processes, rather than the natural convention for decay processes where the opposite holds. However, for consistency we remain with the above.

We have also manipulated the tensor results from the expressions given in [35]. For completeness, we briefly describe this here. First to give them in a form as a function of $q$, only we use a Gordon identity which in Euclidean form is

$$
\begin{equation*}
p_{\mu} \pm p_{\mu}^{\prime}=\gamma_{\mu} \not \emptyset \pm \not p^{\prime} \gamma_{\mu}+i \sigma_{\mu \nu}\left(p_{\nu} \mp p_{\nu}^{\prime}\right) \tag{A5}
\end{equation*}
$$

together with $\not p u=i M u$ and $\bar{u} \not p=i M \bar{u}$. This means that $h_{2}$ is replaced by $h_{2}+h_{3}$ and there is now a new structure $\left(\sigma_{\mu \lambda} q_{\nu}-\sigma_{\nu \lambda} q_{\mu}\right) q_{\lambda}$. Secondly we use the antisymmetric piece of the identity

$$
\begin{equation*}
\gamma_{\mu} \gamma_{\rho} \gamma_{\nu}=\gamma_{\mu} \delta_{\rho \nu}-\gamma_{\rho} \delta_{\mu \nu}+\gamma_{\nu} \delta_{\mu \rho}-\epsilon_{\mu \rho \nu \sigma} \gamma_{\sigma} \gamma_{5} \tag{A6}
\end{equation*}
$$

with $\epsilon_{1234}=+1$ to modify the $h_{4}$ structure. Finally for the axial current for the $g_{2}$ term we can use

$$
\begin{equation*}
\sigma_{\mu \nu} \gamma_{5}=-\frac{1}{2} \epsilon_{\mu \nu \rho \lambda} \sigma_{\rho \lambda} \tag{A7}
\end{equation*}
$$

With these additional manipulations all the terms in the matrix element decomposition are functions of $q$ and also all the Dirac structure is in the standard gamma-matrix basis.

From the direct computation of the spinor bilinears, as detailed in Appendix B and then using Eq. (A2) together with Eq. (A3) we find

$$
\begin{align*}
\left\langle B^{\prime}\left(\vec{p}^{\prime},-\right)\right| J^{F}|B(\vec{p},-)\rangle & =\eta_{\gamma}\left\langle B^{\prime}\left(\vec{p}^{\prime},+\right)\right| J^{F}|B(\vec{p},+)\rangle^{*} \\
\left\langle B^{\prime}\left(\vec{p}^{\prime},-\right)\right| J^{F}|B(\vec{p},+)\rangle & =-\eta_{\gamma}\left\langle B^{\prime}\left(\vec{p}^{\prime},+\right)\right| J^{F}|B(\vec{p},-)\rangle^{*} \tag{A8}
\end{align*}
$$

where $\eta_{\gamma}= \pm$. Explicitly we have the results as given in Table III. These can be helpful in determining whether the computed matrix element is real or imaginary.

## APPENDIX B: SPINOR BILINEAR RESULTS

The spinor bilinear forms are the most general possible, so to deal with this we shall consider a specific representation-the Dirac representation. Some more general results are given for example in [50-53]. Again we shall be in Euclidean space.

## 1. General

Sigma matrices
$\sigma_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{rr}0 & -i \\ i & 0\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$,
where

$$
\begin{equation*}
\sigma_{i} \sigma_{j}=\delta_{i j}+i \epsilon_{i j k} \sigma_{k}, \quad \quad \sigma_{i}^{\dagger}=\sigma_{i} \tag{B2}
\end{equation*}
$$

Gamma matrices

$$
\begin{gather*}
\gamma_{i}=\left(\begin{array}{rr}
0 & -i \sigma_{i} \\
i \sigma_{i} & 0
\end{array}\right), \quad \gamma_{4}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \\
\gamma_{5}=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}=\left(\begin{array}{rr}
0 & -1 \\
-1 & 0
\end{array}\right) . \tag{B3}
\end{gather*}
$$

## 2. $u$-spinors

Solving the (free) Dirac equation gives for the + ve energy spinors

$$
\begin{equation*}
u(\vec{p}, \sigma)=s\binom{\chi^{(\sigma)}}{\frac{\vec{\sigma} \cdot \vec{p}}{s^{2}} \chi^{(\sigma)}} \tag{B4}
\end{equation*}
$$

where it is convenient to define in the following:

$$
\begin{equation*}
s(\vec{p})=\sqrt{E(\vec{p})+M} \tag{B5}
\end{equation*}
$$

The spin is quantized along the third direction (due to the nature of the $\sigma_{3}$ matrix in particular) so $\sigma= \pm$ and the two component spinors at rest are given by

$$
\begin{equation*}
\chi^{(+)}=\binom{1}{0}, \quad \chi^{(-)}=\binom{0}{1} \tag{B6}
\end{equation*}
$$

or in components

$$
\begin{equation*}
\chi_{\sigma_{r}}^{(\sigma)}=\delta_{\sigma \sigma_{r}}, \quad \sigma= \pm, \quad \sigma_{r}= \pm \tag{B7}
\end{equation*}
$$

We also have

$$
\begin{equation*}
\bar{u}(\vec{p}, \sigma)=s\left(\chi^{(\sigma) T},-\chi^{(\sigma) T} \frac{\vec{\sigma} \cdot \vec{p}}{s^{2}}\right) \tag{B8}
\end{equation*}
$$

As a check we have $\not p u=i M u, \bar{u} \not p=i M \bar{u}$ as expected, as the Minkowski-free Dirac equation $(\not p-m) u=0$ and upon Euclideanization $\not p \rightarrow-i \not p$ where $p_{4}$ is imaginary.
$\chi^{(\sigma)}$ has the (obvious) property $\chi^{\left(\sigma^{\prime}\right) T} \chi^{(\sigma)}=\delta_{\sigma^{\prime} \sigma}$ which from Eqs. (B4) and (B8) gives the standard normalization of

$$
\begin{equation*}
\bar{u}\left(\vec{p}, \sigma^{\prime}\right) u(\vec{p}, \sigma)=2 M \chi^{\left(\sigma^{\prime}\right) T} \chi^{(\sigma)}=2 M \delta_{\sigma^{\prime} \sigma} \tag{B9}
\end{equation*}
$$

As $\chi^{\left(\sigma^{\prime}\right)}, \chi^{(\sigma)}$ just pick out the components of $\sigma_{k}$ in $\chi^{\left(\sigma^{\prime}\right) T} \sigma_{k} \chi^{(\sigma)}$ then we have
$\chi^{\left(\sigma^{\prime}\right) T} \sigma_{k} \chi^{(\sigma)}=\left(\sigma_{k}\right)_{\sigma^{\prime} \sigma}=\sigma \delta_{k 3} \delta_{\sigma^{\prime} \sigma}+\left(\delta_{k 1}+i \sigma \delta_{k 2}\right) \delta_{\sigma^{\prime},-\sigma}$,
or in vector form

$$
\begin{equation*}
(\vec{\sigma})_{\sigma^{\prime}, \sigma}=\sigma \vec{e}_{3} \delta_{\sigma^{\prime} \sigma}+\left(\vec{e}_{1}+i \sigma \vec{e}_{2}\right) \delta_{\sigma^{\prime},-\sigma} \tag{B11}
\end{equation*}
$$

In the following we will find

$$
\begin{align*}
& \bar{u}^{\prime}\left(\vec{p}^{\prime},-\right) \gamma u(\vec{p},-)=\eta_{\gamma}\left[\bar{u}^{\prime}\left(\vec{p}^{\prime},+\right) \gamma u(\vec{p},+)\right]^{*}, \\
& \bar{u}^{\prime}\left(\vec{p}^{\prime},-\right) \gamma u(\vec{p},+)=-\eta_{\gamma}\left[\bar{u}^{\prime}\left(\vec{p}^{\prime},+\right) \gamma u(\vec{p},-)\right]^{*}, \tag{B12}
\end{align*}
$$

where $\eta_{\gamma}= \pm$. These will be the same factors as given in Table III.

## a. Bilinears: General case

Vector: $\gamma_{4}, \gamma_{i}$

$$
\begin{align*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) \gamma_{4} u(\vec{p}, \cdot)= & \left(s^{\prime} s+\frac{\vec{p}^{\prime} \cdot \vec{p}}{s^{\prime} s}\right) I+\frac{i}{s^{\prime} s}\left(\vec{p}^{\prime} \times \vec{p}\right) \cdot \vec{\sigma}, \\
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) \gamma_{i} u(\vec{p}, \cdot)= & -i\left(\frac{s^{\prime}}{s} \vec{p}+\frac{s}{s^{\prime}} \vec{p}^{\prime}\right)_{i} I \\
& +\left(\left(\frac{s^{\prime}}{s} \vec{p}-\frac{s}{s^{\prime}} \vec{p}^{\prime}\right) \times \vec{\sigma}\right)_{i}, \tag{B13}
\end{align*}
$$

where we have suppressed the spin $\sigma$ index, to have a matrix equation in spin space [e.g. the $\sigma^{\prime}, \sigma$ components of $\bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) \gamma_{4} u(\vec{p}, \cdot)$ are $\left.\bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \gamma_{4} u(\vec{p}, \sigma)\right]$. The above equation [Eq. (B13)] is written in a compact form. This can be "undone" by using Eq. (B10) [or Eq. (B11)] for $\vec{\sigma}_{\sigma^{\prime} \sigma}$. This then allows the spin relation in Eq. (B12) to be shown with, for this case, $\eta_{\gamma_{4}}=+$ and $\eta_{\gamma_{i}}=-$. As expected this result is independent of the kinematic factors $\vec{p}^{\prime}$ and $\vec{p}$ and just depends on the factors $i$ and $\sigma$ and the combination $i \sigma$. The other cases follow a similar pattern.

Axial: $i \gamma_{4} \gamma_{5}, i \gamma_{i} \gamma_{5}$

$$
\begin{align*}
& \bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) i \gamma_{4} \gamma_{5} u(\vec{p}, \cdot)=-i\left(\frac{s^{\prime}}{s} \vec{p}+\frac{s}{s^{\prime}} \vec{p}^{\prime}\right) \cdot \vec{\sigma}, \\
& \bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) i \gamma_{i} \gamma_{5} u(\vec{p}, \cdot) \\
& =\frac{i}{s^{\prime} s}\left(\vec{p}^{\prime} \times \vec{p}\right)_{i} I-\left(s^{\prime} s \delta_{i j}+\frac{1}{s^{\prime} s}\left(p_{i}^{\prime} p_{j}+p_{j}^{\prime} p_{i}-\vec{p}^{\prime} \cdot \vec{p} \delta_{i j}\right)\right) \sigma_{j} \tag{B14}
\end{align*}
$$

with $\eta_{i \gamma_{4} \gamma_{5}}=+$ and $\eta_{i \gamma_{i} \gamma_{5}}=-$.

Scalar: I
$\bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) I u(\vec{p}, \cdot)=\left(s^{\prime} s-\frac{\vec{p}^{\prime} \cdot \vec{p}}{s^{\prime} s}\right) I-\frac{i}{s^{\prime} s}\left(\vec{p}^{\prime} \times \vec{p}\right) \cdot \vec{\sigma}$,
with $\eta_{I}=+$.
Pseudoscalar: $\gamma_{5}$

$$
\begin{equation*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) \gamma_{5} u(\vec{p}, \cdot)=-\left(\frac{s^{\prime}}{s} \vec{p}-\frac{s}{s^{\prime}} \vec{p}^{\prime}\right) \cdot \vec{\sigma} \tag{B16}
\end{equation*}
$$

with $\eta_{\gamma_{5}}=-$.
Tensor:
(i) $\sigma_{i 4}=i \gamma_{i} \gamma_{4}, \sigma_{i j}=i \gamma_{i} \gamma_{j}(i \neq j)$

$$
\begin{align*}
& \bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) \sigma_{i 4} u(\vec{p}, \cdot) \\
& =-\left(\frac{s^{\prime}}{s} \vec{p}-\frac{s}{s^{\prime}} \vec{p}^{\prime}\right)_{i} I-i\left(\left(\frac{s^{\prime}}{s} \vec{p}+\frac{s}{s^{\prime}} \vec{p}^{\prime}\right) \times \vec{\sigma}\right)_{i} \\
& \bar{u}^{\prime}\left(\vec{p}^{\prime}, \cdot\right) \sigma_{i j} u(\vec{p}, \cdot) \\
& =-\frac{i}{s^{\prime} s}\left(p_{i}^{\prime} p_{j}-p_{j}^{\prime} p_{i}\right) I \\
& \quad+\epsilon_{i j k}\left(-s^{\prime} s \delta_{k l}+\frac{1}{s^{\prime} s}\left(p_{k} p_{l}^{\prime}+p_{k}^{\prime} p_{l}-\overrightarrow{p^{\prime}} \cdot \vec{p} \delta_{k l}\right)\right) \sigma_{l} \tag{B17}
\end{align*}
$$

with $\eta_{\sigma_{i 4}}=+$ and $\eta_{\sigma_{i j}}=-$.
(ii) An alternative tensor form for $\sigma_{\mu \nu} \gamma_{5}$ and using the identity of Eq. (A7) is

$$
\begin{equation*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \sigma_{i 4} \gamma_{5} u(\vec{p}, \sigma)=-\frac{1}{2} \epsilon_{i k l} \bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \sigma_{k l} u(\vec{p}, \sigma), \tag{B18}
\end{equation*}
$$

with $\eta_{\sigma_{i 4} \gamma_{5}}=-$. A more explicit expression can then be given using Eq. (B17). Similarly,

$$
\begin{equation*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \sigma_{i j} \gamma_{5} u(\vec{p}, \sigma)=-\epsilon_{i j k} \bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \sigma_{k 4} u(\vec{p}, \sigma) \tag{B19}
\end{equation*}
$$

with $\eta_{\sigma_{i j} \gamma_{5}}=+$.

## b. Bilinears: Unpolarized/polarized cases

Useful combinations discussed here are
(i) $\Gamma^{\text {unpol }}=\left(1+\gamma_{4}\right) / 2$ giving

$$
\begin{equation*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \Gamma^{\mathrm{unpol}} u(\vec{p}, \sigma)=s^{\prime} s \delta_{\sigma^{\prime} \sigma} \tag{B20}
\end{equation*}
$$

(ii) $\Gamma_{ \pm 3}^{\mathrm{pol}}=\left(1+\gamma_{4}\right) / 2 \times\left(1 \pm i \gamma_{5} \gamma_{3}\right)$ giving

$$
\begin{equation*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \Gamma_{ \pm 3}^{\mathrm{pol}} u(\vec{p}, \sigma)=s^{\prime} s(1 \pm \sigma) \delta_{\sigma^{\prime} \sigma} \tag{B21}
\end{equation*}
$$

(iii) $\Gamma_{ \pm}^{\mathrm{pol}}=\left(1+\gamma_{4}\right) / 2 \times i \gamma_{5}\left(\gamma_{1} \pm i \gamma_{2}\right)$ giving

$$
\begin{equation*}
\bar{u}^{\prime}\left(\vec{p}^{\prime}, \sigma^{\prime}\right) \Gamma_{ \pm}^{\mathrm{pol}} u(\vec{p}, \sigma)=s^{\prime} s(1 \mp \sigma) \delta_{\sigma^{\prime},-\sigma} . \tag{B22}
\end{equation*}
$$

## APPENDIX C: GENERAL DERIVATION OF ENERGY STATES FOR THE $\boldsymbol{d}_{S}=\mathbf{2}$ CASE

We give here an alternative derivation of the energy states in Sec. IV and in particular Eqs. (53), (54) which does not depend on the choice of a particular $\Gamma$ matrix choice in Sec. III D. In Eq. (39) we now have a $(2 \times 2) \times(2 \times 2)$ (i.e. $d_{S}=2$ ) matrix to diagonalize.

Including the spin index we now have

$$
\left\langle B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right| \hat{\mathcal{O}}(\vec{q})\left|B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right\rangle=\left(\begin{array}{cc}
0 & a^{\dagger}  \tag{C1}\\
a & 0
\end{array}\right)_{\sigma_{r} r, \sigma_{s} s},
$$

where $a$ is replaced by a $2 \times 2$ matrix (and the complex conjugate $a^{*}$ by the Hermitian conjugate $a^{\dagger}$ ). Thus, using Eq. (A8) we replace

$$
a \rightarrow\left(\begin{array}{cc}
a_{++} & a_{+-}  \tag{C2}\\
a_{+-} & a_{--}
\end{array}\right)
$$

with $a_{-+}=-\eta a_{+-}^{*}$ and $a_{--}=\eta a_{++}^{*}$ where $\eta$ is given in Table III. The eigenvalues of the resulting enlarged $D$ matrix in Eq. (39) are easily found, by first writing $D$ as a product of $2 \times 2$ submatrices as in Eq. (E1) and then taking the determinant with the identification $A \rightarrow\left(\varepsilon_{1}-\mu\right) I$, $B \rightarrow\left(\varepsilon_{2}-\mu\right) I, C \rightarrow a^{\dagger}$ and $D \rightarrow a$. We now have to solve the eigenvalue equation

$$
\begin{equation*}
\operatorname{det}\left(\left(\epsilon_{1}-\mu\right)\left(\epsilon_{2}-\mu\right) I-\lambda^{2} a a^{\dagger}\right)=0 \tag{C3}
\end{equation*}
$$

for $\mu$. Furthermore, note that

$$
\begin{equation*}
a a^{\dagger}=\left(\left|a_{++}\right|^{2}+\left|a_{+-}\right|^{2}\right) I=|\operatorname{det} a| I, \tag{C4}
\end{equation*}
$$

which is diagonal. So this means that each eigenvalue is doubly degenerate as expected (the double energy degeneracy) and leads to the replacement in Eqs. (52) and (54) of

$$
\begin{equation*}
|a| \rightarrow|\operatorname{det} a|^{1 / 2} \tag{C5}
\end{equation*}
$$

(or $|a| \rightarrow\left(\left|a_{++}\right|^{2}+\left|a_{+-}\right|^{2}\right)^{1 / 2}$ ), together with the appropriate change in $\kappa_{ \pm}$.

Matrix elements are either unpolarized or polarized (including spin flip) and either real or imaginary. But one of these corresponds to a matrix element picked out by a $\Gamma$ matrix in Sec. III D. For example for $\Gamma^{\text {unpol }}$ from Eq. (45) where we have the replacement $a \rightarrow\left(a_{++}+a_{--}\right) / 2$ which also gives one matrix element for $|a|^{2}$ (i.e. $\left|a_{++}\right|^{2}$ ). Thus, Eq. (C5) may be considered the general result. Additionally the eigenvectors are found to be

$$
\begin{equation*}
e_{\sigma_{r} r}^{( \pm \oplus)}=\frac{1}{\sqrt{\Delta E_{\lambda}}}\binom{\sqrt{\kappa_{ \pm} \pm \chi_{\sigma_{r}}^{(\sigma)}}}{ \pm \operatorname{sgn}(\lambda) \sqrt{\kappa_{\mp}} \frac{\left(a \chi^{(\sigma)}\right)_{\sigma_{r}}}{\sqrt{|\operatorname{det} a|}}}_{r} . \tag{C6}
\end{equation*}
$$

Parallel to Eq. (46) we have

$$
\begin{equation*}
C_{\lambda r \alpha, s \beta}(t)=\sum_{i= \pm} \sum_{\sigma= \pm} w_{r \alpha}^{(i \sigma)} \bar{w}_{s \beta}^{(i \sigma)} e^{-E_{\lambda}^{(i)} t}, \tag{C7}
\end{equation*}
$$

with

$$
\begin{align*}
& w_{r \alpha}^{(i \sigma)}=\sum_{\sigma_{r}}\langle 0| \hat{B}_{r \alpha}(\overrightarrow{0})\left|B_{r}\left(\vec{p}_{r}, \sigma_{r}\right)\right\rangle_{\lambda} e_{\sigma_{r} r}^{(i \sigma)}, \\
& \bar{w}_{s \beta}^{(i \sigma)}=\sum_{\sigma_{s}} \lambda\left\langle B_{s}\left(\vec{p}_{s}, \sigma_{s}\right)\right| \hat{B}_{s \beta}(\overrightarrow{0})|0\rangle_{\lambda} e_{\sigma_{s} s}^{(i \sigma) *} . \tag{C8}
\end{align*}
$$

This is the general result. In the simplification of Sec. III D using Eq. (41) gives

$$
\begin{align*}
C_{\lambda r s}^{\Gamma}(t)= & Z_{r} \bar{Z}_{s} \sum_{i= \pm} \sum_{\sigma= \pm} \sum_{\sigma_{r} \sigma_{s}} \bar{u}^{(s)}\left(\vec{p}_{s}, \sigma_{s}\right) \\
& \times \Gamma u^{(r)}\left(\vec{p}_{r}, \sigma_{r}\right) e_{\sigma_{r} r}^{(i \sigma)} e_{\sigma_{s} s}^{(i \sigma) *} e^{-E_{\lambda}^{(i)} t .} \tag{C9}
\end{align*}
$$

However, using Eq. (C6) we have

$$
\sum_{\sigma= \pm} e_{\sigma_{r} r}^{( \pm \sigma)} e_{\sigma_{s} s}^{( \pm \sigma) *}=\frac{1}{\Delta E_{\lambda}}\left(\begin{array}{ll}
\kappa_{ \pm} \delta_{\sigma_{r} \sigma_{s}} & \pm \lambda a_{\sigma_{r} \sigma_{s}}^{\dagger}  \tag{C10}\\
\pm \lambda a_{\sigma_{r} \sigma_{s}} & \kappa_{\mp} \delta_{\sigma_{r} \sigma_{s}}
\end{array}\right)_{r s}
$$

With no spin index we use the result of Eq. (55) to give

$$
e_{r}^{( \pm)} e_{s}^{( \pm) *}=\frac{1}{\Delta E_{\lambda}}\left(\begin{array}{cc}
\kappa_{ \pm} & \pm \lambda a_{ \pm}^{*}  \tag{C11}\\
\pm \lambda a_{ \pm} & \kappa_{\mp}
\end{array}\right)_{r s},
$$

which with the substitutions of Eqs. (C2) and (C5) gives the spin case result in Eq. (C10).

More concretely if we set $\Gamma=\Gamma^{\text {unpol }}$ and use Eqs. (44) and (C10) in Eq. (C9) and then rewrite it using Eq. (C11) this soon leads to Eq. (46) with $a \rightarrow\left(a_{++}+a_{--}\right) / 2$ as found there. A similar result holds for $\Gamma=\Gamma_{3}^{\mathrm{pol}}$. However, this equivalence between the results with spin and without spin is because as mentioned previously both Eqs. (B20) and (B21) are diagonal in $\sigma_{r}, \sigma_{s}$. If we consider a case where this is not true, for example $\Gamma_{ \pm}^{\text {pol }}$, Eq. (B22) then we soon find that. ${ }^{13}$
$C_{r s}^{\Gamma_{r s}^{\text {pol }}}(t)=Z_{r} \bar{Z}_{s} \frac{\lambda}{\Delta E_{\lambda}}\left(\begin{array}{cc}0 & a_{+-}^{*} \\ a_{+-} & 0\end{array}\right)_{r s}\left(e^{-E_{\lambda}^{(+)} t}-e^{-E_{\lambda}^{(-)} t}\right)$,

[^9](and similarly for $\Gamma_{-}^{\mathrm{pol}}$ with $a_{+-}$replaced by $a_{-+}$). The diagonal terms have now vanished, so it cannot be rewritten as for the spinless case. Not only that, but we now have a difference of two exponentials (rather than a sum). Expanding gives
\[

C_{r s}^{\Gamma_{+}^{\mathrm{pol}}}(t)=Z_{r} \bar{Z}_{s} \lambda\left($$
\begin{array}{cc}
0 & a_{+-}^{*}  \tag{C13}\\
a_{+-} & 0
\end{array}
$$\right)_{r s} t e^{-\bar{E} t}
\]

close to the form of the original Dyson expansion as discussed in Sec. III D.

## APPENDIX D: CORRELATION FUNCTIONS

The correlation functions in Eq. (61) are defined by

$$
\begin{align*}
C_{\lambda \Sigma \Sigma}(t) & =\operatorname{tr}_{D} \Gamma\left\langle\tilde{B}_{\Sigma}(t ; \vec{p}) \bar{B}_{\Sigma}(0, \overrightarrow{0})\right\rangle_{\lambda}, \\
C_{\lambda \Sigma N}(t) & =\operatorname{tr}_{D} \Gamma\left\langle\tilde{B}_{\Sigma}(t ; \vec{p}) \bar{B}_{N}(0, \overrightarrow{0})\right\rangle_{\lambda}, \\
C_{\lambda N \Sigma}(t) & =\operatorname{tr}_{D} \Gamma\left\langle\tilde{B}_{N}(t ; \vec{p}+\vec{q}) \bar{B}_{\Sigma}(0, \overrightarrow{0})\right\rangle_{\lambda}, \\
C_{\lambda N N}(t) & =\operatorname{tr}_{D} \Gamma\left\langle\tilde{B}_{N}(t ; \vec{p}+\vec{q}) \bar{B}_{N}(0, \overrightarrow{0})\right\rangle_{\lambda}, \tag{D1}
\end{align*}
$$

with baryon wave functions given by

$$
\begin{align*}
& \tilde{B}_{\Sigma_{\alpha}}(t ; \vec{p})=\int_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} B_{\Sigma_{\alpha}}(t, \vec{x})=\sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} \epsilon^{a b c} d_{\alpha}^{a}(x)\left[d^{b}(x)^{T_{D}} C \gamma_{5} S^{c}(x)\right] \\
& \tilde{B}_{N_{\alpha}}(t ; \vec{p})=\int_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} B_{N_{\alpha}}(t, \vec{x})=\sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} \epsilon^{a b c} d_{\alpha}^{a}(x)\left[d^{b}(x)^{T_{D}} C \gamma_{5} u^{c}(x)\right] \tag{D2}
\end{align*}
$$

( $\alpha$ is a Dirac index, $a$ is a color index and $C=\gamma_{4} \gamma_{2}$ ). As in Eq. (61) we have taken a trace over the Dirac indices with $\Gamma=\Gamma^{\mathrm{unpol}}$. For the diagonal correlation functions this gives

$$
\begin{align*}
C_{\lambda \Sigma \Sigma}(t)= & \sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} \epsilon_{a b c} \epsilon_{a^{\prime} b^{\prime} c^{\prime}}\left\langle\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right] \operatorname{tr}_{D}\left[\tilde{G}^{(s s) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right. \\
& \left.+\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) \tilde{G}^{(s s) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right\rangle \tag{D3}
\end{align*}
$$

and

$$
\begin{align*}
C_{\lambda N N}(t)= & \sum_{\vec{x}} e^{-i(\vec{p}+\vec{q}) \cdot \vec{x}} \epsilon_{a b c} \epsilon_{a^{\prime} b^{\prime} c^{\prime}}\left\langle\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right] \operatorname{tr}_{D}\left[\tilde{G}^{(u u) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right. \\
& \left.+\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) \tilde{G}^{(u u) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right\rangle \tag{D4}
\end{align*}
$$

where we have defined a tilde by $\tilde{X}=\left(C \gamma_{5} X \gamma_{5}\right)^{T_{D}}$. For the off-diagonal correlation functions we have

$$
\begin{align*}
C_{\lambda \Sigma N}(t)= & \sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} \epsilon^{a b c} \epsilon^{a^{\prime} b^{\prime} c^{\prime}}\left\langle\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right] \operatorname{tr}_{D}\left[\tilde{G}^{(s u) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right. \\
& \left.+\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) \tilde{G}^{(s u) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right\rangle \tag{D5}
\end{align*}
$$

and similarly

$$
\begin{align*}
C_{\lambda N \Sigma}(t)= & \sum_{\vec{x}} e^{-i(\vec{p}+\vec{q}) \cdot \vec{x}} \epsilon^{a b c} \epsilon^{a^{\prime} b^{\prime} c^{\prime}}\left\langle\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right] \operatorname{tr}_{D}\left[\tilde{G}^{(u s) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right. \\
& \left.+\operatorname{tr}_{D}\left[\Gamma G^{(d d) a a^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) \tilde{G}^{(u s) b b^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0) G^{(d d) c c^{\prime}}(\vec{x}, t ; \overrightarrow{0}, 0)\right]\right\rangle \tag{D6}
\end{align*}
$$

For simplicity we have taken the source for the Green's functions at $(\overrightarrow{0}, 0)$. For the more general smeared sources considered here we have

$$
\begin{equation*}
\sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}} \ldots G(\vec{x}, t ; \overrightarrow{0}, 0) \ldots \rightarrow \sum_{\vec{x}_{0}} f\left(\overrightarrow{x_{0}}\right) \sum_{\vec{x}} e^{-i \vec{p} \cdot\left(\vec{x}-\vec{x}_{0}\right)} \ldots G\left(\vec{x}, t ; \vec{x}_{0}, 0\right) \ldots \tag{D7}
\end{equation*}
$$

## APPENDIX E: THE FERMION MATRIX INVERSE

We give here some more details of the procedure described in Sec. VA.

## 1. General

To invert $\mathcal{M}$ in general we have

$$
\left(\begin{array}{cc}
A & C  \tag{E1}\\
D & B
\end{array}\right)=\left(\begin{array}{cc}
A & 0 \\
D & I
\end{array}\right)\left(\begin{array}{cc}
I & A^{-1} C \\
D & B-D A^{-1} C
\end{array}\right)
$$

which gives

$$
\left(\begin{array}{ll}
A & C  \tag{E2}\\
D & B
\end{array}\right)^{-1}=\left(\begin{array}{rr}
\left(A-C B^{-1} D\right)^{-1} & -A^{-1} C\left(B-D A^{-1} C\right)^{-1} \\
-B^{-1} D\left(A-C B^{-1} D\right)^{-1} & \left(B-D A^{-1} C\right)^{-1}
\end{array}\right)
$$

Equivalent forms, as can be seen by expanding the off-diagonal elements as a power series, is to rewrite them as

$$
\begin{align*}
& B^{-1} D\left(A-C B^{-1} D\right)^{-1}=\left(B-D A^{-1} C\right)^{-1} D A^{-1} \\
& A^{-1} C\left(B-D A^{-1} C\right)^{-1}=\left(A-C B^{-1} D\right)^{-1} C B^{-1} \tag{E3}
\end{align*}
$$

(Other variations are possible.) Note that we never need that $C^{-1}$ and $D^{-1}$ exist.

## 2. Specific

Thus, here we have

$$
\begin{equation*}
A \rightarrow D_{u}, \quad B \rightarrow D_{s}, \quad C \rightarrow-\lambda \mathcal{T}, \quad D \rightarrow-\lambda \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} \tag{E4}
\end{equation*}
$$

giving

$$
\begin{align*}
\mathcal{M}^{-1} & =\left(\begin{array}{ll}
\left(\mathcal{M}^{-1}\right)_{u u} & \left(\mathcal{M}^{-1}\right)_{u s} \\
\left(\mathcal{M}^{-1}\right)_{s u} & \left(\mathcal{M}^{-1}\right)_{s s}
\end{array}\right) \\
& =\left(\begin{array}{rrr} 
& \left(D_{u}-\lambda^{2} \mathcal{T} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5}\right)^{-1} & \lambda D_{u}^{-1} \mathcal{T}\left(D_{s}-\lambda^{2} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} D_{u}^{-1} \mathcal{T}\right)^{-1} \\
\lambda D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5}\left(D_{u}-\lambda^{2} \mathcal{T} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5}\right)^{-1} & \left(D_{s}-\lambda^{2} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} D_{u}^{-1} \mathcal{T}\right)^{-1}
\end{array}\right) . \tag{E5}
\end{align*}
$$

Hence we have, upon rewriting

$$
\begin{align*}
G^{(u u)} & =\left(1-\lambda^{2} D_{u}^{-1} \mathcal{T} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5}\right)^{-1} D_{u}^{-1} \\
G^{(s s)} & =\left(1-\lambda^{2} D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} D_{u}^{-1} \mathcal{T}\right)^{-1} D_{s}^{-1} \tag{E6}
\end{align*}
$$

and

$$
\begin{align*}
G^{(u s)} & =\lambda D_{u}^{-1} \mathcal{T} G^{(s s)} \\
G^{(s u)} & =\lambda D_{s}^{-1} \gamma_{5} \mathcal{T}^{\dagger} \gamma_{5} G^{(u u)} \tag{E7}
\end{align*}
$$

as given in the main text. Note that, as built in, we have

$$
\begin{equation*}
\gamma_{5} G^{(s u) \dagger} \gamma_{5}=G^{(u s)} \tag{E8}
\end{equation*}
$$
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[^1]:    ${ }^{1}$ While we shall concentrate on the baryon octet in this article, the results presented here are more general and applicable to all hadrons.

[^2]:    ${ }^{2}$ For simplicity we use a mixture of continuum notation and discrete notation. We shall not consider any possible lattice artifacts effects here. So, for example, we shall use

    $$
    \frac{(2 \pi)^{3}}{V} \delta^{3}(\vec{p}-\vec{q}) \equiv \delta_{\vec{p} \cdot \vec{q}}=\left\{\begin{array}{ll}
    1 & \vec{p}=\vec{q} \\
    0 & \vec{p} \neq \vec{q}
    \end{array} .\right.
    $$

    ${ }^{3}$ Strictly speaking, even for the unperturbed action considered later here, see Sec. V B 3, positivity is lost, but a transfer matrix can still be defined [30]. Practically, this is not a problem and we ignore this point here.

[^3]:    ${ }^{4} D$ is a function of the momenta, but as with $C_{\lambda B^{\prime} B}(t)$ we shall suppress this dependence.

[^4]:    ${ }^{5} \mathrm{We}$ shall assume that this also holds for the perturbed vacuum, $|0\rangle_{\lambda}$.

[^5]:    ${ }^{7}$ While we could consider this as a $(2 \times 4) \times(2 \times 4)$ matrix, as in Eq. (43), we have projected each correlation function with $\Gamma$.

[^6]:    ${ }^{8}$ Note that we have adopted the convention that $q$ is positive for a scattering process where for the scattered baryon the momentum $q$ is added to the initial baryon momentum. This is opposite to the semileptonic case, where the lepton and neutrino carry momentum $q$. This was reflected in the choice in Sec. IV B. While here this convention does not matter, when unified $\operatorname{SU}(3)$ flavor breaking expansions are considered, [35], one specific $q$ convention has to be chosen for all cases.
    ${ }^{9}$ For simplicity we simply write $\hat{O}(\overrightarrow{0}) \rightarrow \bar{u} \gamma_{4} s$.

[^7]:    ${ }^{10}$ By this we mean that at any order we include the appropriate lower orders, so for example $O\left(\lambda^{4}\right)$ means we generate the $O\left(\lambda^{0}\right)+O\left(\lambda^{2}\right)+O\left(\lambda^{4}\right)$ terms iterating Eq. (65) for the diagonal Green's functions.

[^8]:    ${ }^{11}$ We use in this Appendix the relativistic normalization, see Eqs. (14) and (15).
    ${ }^{12}$ Again we are simplifying the notation, from Eq. (6) we have $\hat{O}(\vec{x}) \rightarrow J^{F}(\vec{x})$ and $\hat{\tilde{O}}(\vec{q}) \rightarrow J^{F}(\vec{q})$.

[^9]:    ${ }^{13}$ Again we have redefined $Z_{r}$ and $\bar{Z}_{s}$ as in footnote 6.

