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Including adaptation and mitigation responses to climate
change in a multiobjective evolutionary algorithm framework
for urban water supply systems incorporating GHG emissions
F. L. Paton’, H. R. Maier?, and G. C. Dandy"

'School of Civil, Environmental and Mining Engineering, University of Adelaide, Adelaide, South Australia, Australia

Abstract Cities around the world are increasingly involved in climate action and mitigating greenhouse
gas (GHG) emissions. However, in the context of responding to climate pressures in the water sector, very
few studies have investigated the impacts of changing water use on GHG emissions, even though water
resource adaptation often requires greater energy use. Consequently, reducing GHG emissions, and thus
focusing on both mitigation and adaptation responses to climate change in planning and managing urban
water supply systems, is necessary. Furthermore, the minimization of GHG emissions is likely to conflict with
other objectives. Thus, applying a multiobjective evolutionary algorithm (MOEA), which can evolve an
approximation of entire trade-off (Pareto) fronts of multiple objectives in a single run, would be beneficial.
Consequently, the main aim of this paper is to incorporate GHG emissions into a MOEA framework to take
into consideration both adaptation and mitigation responses to climate change for a city’s water supply sys-
tem. The approach is applied to a case study based on Adelaide’s southern water supply system to demon-
strate the framework'’s practical management implications. Results indicate that trade-offs exist between
GHG emissions and risk-based performance, as well as GHG emissions and economic cost. Solutions con-
taining rainwater tanks are expensive, while GHG emissions greatly increase with increased desalinated
water supply. Consequently, while desalination plants may be good adaptation options to climate change
due to their climate-independence, rainwater may be a better mitigation response, albeit more expensive.

1. Introduction

Cities around the world are increasingly engaged in climate action and mitigating greenhouse gas (GHG)
emissions [Miller et al., 2013; National Research Council, 2009]. However, Rothausen and Conway [2011]
conclude that energy use and GHG emissions associated with water management are poorly understood
and have only been partially considered in water resources management. Consequently, the considera-
tion of GHG emissions in the water sector is both timely and necessary, particularly because of: (1) the
high sensitivity of the water sector to climate change [Rothausen and Conway, 2011]; and (2) the close link
between water and energy [Stokes and Horvath, 2009; Stokes et al., 2014], often referred to as the water-
energy nexus and referencing the use of water in many processes of electricity generation, as well as the
use of energy in water supply and wastewater treatment [Miller et al., 2013]. In addition, energy and car-
bon use in the water sector is both intensive [Roshani et al., 2012] and increasing [Rothausen and Conway,
2011].

The trend of increasing energy use in the water sector is expected to continue, because as Rothausen
and Conway [2011] note, water resource adaptation will often mean that more energy is required to
meet rising demand, regulatory standards and the effects of climate change. For example, some adapta-
tion options to climate change, such as desalination and pumping, are very energy intensive. This
means that GHG emissions are also likely to rise, given the extensive use of nonrenewable sources, such
as fossil fuels, to produce energy around the world. It is therefore concerning that, water resource adap-
tation will most likely increase GHG emissions, given that: (a) GHG emissions contribute to climate
change; (b) climate change will in many places exacerbate water scarcity; and (c) water scarcity is a
driver for water resource adaptation. Consequently, reducing GHG emissions, and focusing on both mit-
igation and adaptation responses to climate change in planning and managing urban water supply sys-
tems, is necessary.
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While the consideration of GHG emissions from urban water supply systems is both timely and necessary,
the minimization of GHG emissions is likely to conflict with other objectives, such as maximizing water sup-
ply security. Thus, multiple objectives will need to be balanced and negotiated [Reed et al., 2003]. Balancing
such objectives can be greatly aided by the application of multiobjective evolutionary algorithms (MOEAs)
because they can rapidly evolve an approximation of entire trade-off (Pareto) fronts of multiple objectives
in a single run [Reed et al., 2003].

In recent years, a number of MOEA studies concerned with the design and operation of water distribution
systems have considered GHG emissions reduction as one of the objectives [Stokes et al., 2014; Wu et al.,
2009, 2010, 2013, 2012], or as a component of a broader environmental objective [Herstein et al., 2009,
2011; Herstein and Filion, 2011]. Similarly, Roshani et al. [2012] examined the cost of GHG emissions (that is
the cost associated with a carbon price levied on electricity used for pumping water) as a component of
total system costs for a water distribution network expansion in a single-objective, evolutionary algorithm
optimization problem. However, this focus on water supply infrastructure ignores a number of important
issues related to the minimization of GHG emissions from urban water supply systems, such as in assessing
alternative water supply sources (e.g., desalination plants) that may be introduced as adaptation responses
to climate change for a city’s water supply system. Consequently, there is a need to explore the optimal
trade-offs between GHG emissions and other objectives, such as minimizing cost and maximizing water
supply security, for urban water supply systems at the regional scale.

A number of studies have examined GHG emissions of regional-scale urban water supply systems [Barjo-
veanu et al., 2014; Lundie et al., 2004; Sahely et al., 2005; Sahely and Kennedy, 2007; Stokes and Hovarth, 2006;
Slagstad and Brattebo, 2014]. However, while these studies thoroughly explore GHG emissions from an envi-
ronmental impact perspective, they do not include multiobjective optimization, let alone a MOEA. In fact,
of the MOEA studies that have focused on regional scale water supply system management and planning,
none has considered GHG emissions reduction as an objective [Kasprzyk et al., 2009, 2012, 2013; Mortazavi
et al., 2012]. Consequently, in order to address this shortcoming, the main aim of this paper is to develop a
MOEA framework for urban water supply systems that takes into consideration both adaptation and mitiga-
tion responses to climate change. The specific objectives are: (1) to use GHG emissions as an objective func-
tion and to include both mitigation and adaptation options to climate change in a MOEA framework for
urban water supply systems at the regional scale; (2) to evaluate the implications of optimizing for GHG
emissions on economic cost and water supply system security; and (3) to demonstrate practical manage-
ment implications of the framework by applying it to a case study based on Adelaide’s southern water sup-
ply system. While the approach is applied to a case study, its generic nature means it could be readily
applied to other city’s water supply systems around the world.

The remainder of this paper is organized as follows. In section 2, the issues and challenges of incorporating
GHG emissions into multiobjective optimization of regional water supply systems are highlighted. The case
study is then introduced in section 3, followed by a description of the MOEA framework applied to the case
study to demonstrate the value of the approach (section 4). The results are discussed in section 5. Section 6
summarizes the paper, focusing on the key conclusions drawn.

2. Incorporation of GHG Emissions in the Multiobjective Optimization of Regional
Water Supply Systems

As mentioned in section 1, the adaptation of city water supply systems to climate change can often lead to
an increase in energy and GHG emissions, which thus conflicts with any aims by the water sector to mitigate
climate change. Therefore, to balance adaptation to and mitigation of climate change, it is not only neces-
sary to estimate how well solutions perform under future climate change conditions (i.e., adaptation), but
also the quantity of GHG emissions that are associated with each solution (i.e., mitigation). Furthermore,
given that there are (1) other objectives to consider, such as economic cost, and (2) a great number of
potential solutions, there is a compelling argument for applying multiobjective optimization of regional
water supply systems incorporating GHG emissions. However, this is not a straightforward task.

The first difficulty for modelers is the issue of how to evaluate GHG emissions, particularly given the uncer-
tainty in estimating the quantity of emissions that are created by any given process. In accounting for GHG
emissions of an urban water supply system, operational GHG emissions need to be estimated for existing
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supply sources, and both capital and operational GHG emissions need to be estimated for new supply sour-
ces. However, GHG emissions data specific to supply sources may not be readily available (particularly for
nontraditional sources, such as storm water harvesting). Furthermore, if these data were available, they may
be heavily dependent on local conditions (e.g., the rate of emissions), so transferring data from a case study
in one city to another may be inappropriate. To overcome this problem, capital emissions for supply sources
can be derived from embodied energy of material use, while operating emissions for supply sources can be
derived from annual energy consumption [Wu et al., 2010]. However, the modeler then faces the issue of
estimating energy use and selecting an appropriate emission factor (tonnes of CO, equivalent emissions
per megawatt hour of electricity generated), which will be heavily dependent on the fuel mix used: electric-
ity generated predominantly from fossil fuels will have a much higher emission factor than electricity gener-
ated from renewable sources, such as wind energy. Furthermore, the sources of electricity for a particular
city may vary in time and space, so more detailed, coupled modeling studies that include electricity genera-
tion may thus be required to increase our understanding of this topic in the future [Stokes et al., 2014].

There is also the issue of whether GHG emissions estimated to occur in the future should be discounted.
Wu et al. [2010] explain that a discount rate of zero (i.e., no discounting) is very often used for GHG impact
evaluation, reflecting the notion that future GHG emissions do not have a lower impact than emissions at
the current time. However, a positive discount rate may be appropriate for GHG emissions if, for example,
technology advancement can significantly reduce the cost of GHG abatement or carbon sequestration in
the future [Wu et al., 2010] or one takes into account that all GHG emissions undergo natural decay in the
atmosphere. If so, then as is the case with discounting economic costs, a decision must be made as to what
is an appropriate discount rate to apply. For economic costs, high discount rates match the prevailing rates
in the private sector but discourage investment in long-term conservation of natural resources; while low
discount rates, which are less likely to be justified economically, are set to favor long-term environmental
conservation projects [Cai et al., 2002]. On the contrary, when discounting GHG emissions of water supply
systems, the application of a positive discount rate, particularly a high discount rate, will favor sources with
high operational emissions and lower embodied energy (such as desalination plants), because the future
GHG emissions will be discounted, thus reducing the total GHG emissions of these sources.

Finally, GHG emissions or energy data might not be readily available, or easy to estimate, for all components
of a water supply system. Consequently, modelers may have to work with imperfect GHG emissions data for
some supply sources, until further research into energy and/or GHG emissions for such water supply sources
occurs.

3. Case Study: The Southern Adelaide System

With a population of about 1.2 million people, the capital city of South Australia—Adelaide (Figure 1), has
an average water demand over the past 20 years of about 200 gigaliters per year (GL/yr) [Government of
South Australia, 2009]. However, this case study focuses on Adelaide’s southern water supply system, which
supplies approximately half of Adelaide’s demand, with an indicative demand area illustrated in Figure 1.
Furthermore, in the case study, the current system refers to Adelaide’s southern water supply system as it
was in 2009, which included three local catchment reservoirs and water pumped about 50 kilometers (km)
from the River Murray via the Murray Bridge-Onkaparinga Pipeline.

There are three local catchment reservoirs in Adelaide’s southern water supply system—Myponga, Mount
Bold, and Happy Valley (Figure 1), which can hold up to a total of 85 GL of water. Myponga is independent
of the other two reservoirs, with water being treated at the Myponga Water Treatment Plant (WTP) before
being released into the mains distribution network. However, water from Mount Bold Reservoir must be
released downstream and diverted at Clarendon Weir via the Horndale Flume to Happy Valley Reservoir
before being treated at Happy Valley WTP and released into mains distribution (Figure 1). Happy Valley Res-
ervoir also receives water from Clarendon Weir Catchment (Figure 1), which is similarly transferred via the
Horndale Flume. For a more thorough description of the reservoir properties and operations see Paton et al.
[2013].

Water from the River Murray is transferred to the southern system via the 48 km long Murray Bridge-
Onkaparinga (MBO) Pipeline (Figure 1). It is released upstream of Mount Bold Reservoir (Figure 1), where it
can be stored before treatment and distribution. As explained in Paton et al. [2013], supply from the River
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Figure 1. Map of the existing Adelaide southern water supply system, showing reservoirs, reservoir catchments, major rivers, pipelines,
and an indicative southern system demand area (illustrated by gray shading). The Port Stanvac desalination plant and the 10 southern
water supply system storm water harvesting scheme catchments are also shown. Inset is a map of Australia highlighting the location of

Murray for Adelaide is capped at 650 GL over 5 years under the terms of SA Water’s license. While a license
does not always guarantee supply, Adelaide’s River Murray license has previously always been met, with up
to 90% of Adelaide’s demand being catered for by the River Murray in dry years [Government of South Aus-
tralia, 2009].

However, to respond to the uncertainties of climate change in the future and an increasing demand due to
population growth, supply augmentation for the current Adelaide southern water supply system is necessary
to avoid demand shortfall [Paton et al., 2013]. Maier et al. [2013] illustrated that a diversification of water sup-
ply sources could help the system to meet future demand shortfall through an assessment of five feasible
sources for water supply, which comprised the two current supply sources and three potential supply sour-
ces. The current sources included pumping from the River Murray via the MBO Pipeline (Figure 1) and local
catchment reservoirs (Figure 1). Potential supply sources included a reverse osmosis (RO) desalination plant
at Port Stanvac (Figure 1), storm water harvesting schemes that collect water from 10 catchments extending
from Port Road catchment in the north to Willunga catchment in the south (Figure 1), and household rain-
water tanks.

This paper extends the current understanding of future options for Adelaide’s current southern water sup-
ply system by using optimization, specifically a multiobjective evolutionary optimization approach, to
search a greater number of potential feasible alternatives (including supply operations, as well as increased
supply augmentation options), rather than simply analyzing a limited number of discrete options. Demand-
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Table 1. Values for Options of Supply Source Augmentation and Supply System

Operation Defined for the Case Study

Option

Values for Option

Desalination plant capacity (ML/d)
Storm water schemes
Rainwater tank size (m?)

Rainwater tank roof connectivity (%)
Rainwater tank end use

0, 100, 150, 200, 250, 300,
350, 400, 450, 500
Brownhill-Keswick, Sturt River,
Field River and Pedler Creek
0,1,23,4,56,7,10, 15,225, 27
50, 60, 70, 80, 90
Garden, toilet, laundry cold water,

side management options are not
examined, as they are outside the
scope of this paper. However, as
the consideration of water demand
reduction strategies can have sig-
nificant urban water system-wide
benefits (in terms of the environ-
ment and economic cost) [Sahely
and Kennedy, 2007], they should be

hot wat . . .
o ot water included in future studies. A 40
Supply priority 1,23,...,7 . .
Supply weight 1,2,3,...,10 year planning horizon from 2010 to
Mount bold level to trigger River 0,5,10,...,100 2050 was used to assess the

Murray pumping (monthly values, %) alternatives

4, Methods

4.1. Objectives and Constraints

The selected objectives for the case study include: (1) to minimize system vulnerability; (2) to minimize eco-
nomic cost; and (3) to minimize GHG emissions. Constraints on system reliability and duration of failure
were also applied. Details of how the objectives and constraints were calculated are given in sections 4.4
and 4.5. It should be noted that while the objectives and constraints were kept constant in this study, the
benefit of using an adaptive decision-making framework that continually updates the objectives and con-
straints and enables the GHG emissions objective to be readily assimilated into existing trade-off studies
[Kasprzyk et al., 2012] could be explored in future studies.

4.2, Water Supply Alternatives

The water supply alternatives comprised both supply source selection and supply system operation. For the
supply sources, options included the existing River Murray supply and the three local catchment reservoirs
(see section 3), as well as the three potential sources of a desalination plant, storm water harvesting
schemes, and household rainwater tanks.

The capacity of the Port Stanvac desalination plant can range between 100 and 500 megalitres per day
(ML/d) in 50 ML/d increments (Table 1). These capacities were nominated as they provided a good range of
feasible sizes for desalination plants based on current and planned expansion capacities of desalination
plants in Australia. However, these capacities were halved for the case study, because the southern system
accounts for approximately half of Adelaide’s demand. The option of not including a desalination plant was
also considered (Table 1).

For storm water, there were four schemes for the southern system that could be selected, namely
Brownhill-Keswick, Sturt River, Field River, and Pedler Creek (Table 1). As explained by Beh et al. [2014], these
schemes represent a total of 10 storm water catchments that predominantly fall in the indicative southern
system demand area (Figure 1).

Rainwater tanks could be selected as a supply source, based on a Government policy introduced in 2006
requiring most new homes and home extensions in South Australia to have rainwater tanks installed [Govern-
ment of South Australia, 2009]. The rainwater tanks could take one of 11 sizes, ranging from 1 m® up to 27 m?
(Table 1), as these are feasible sizes when taking the physical size constraints of residential backyards into
account. In addition, the fraction of roof connected to the tank could range from 50% up to 90% (Table 1).

When rainwater tanks and harvested storm water schemes were both selected as supply options, the roof
connectivity for storm water harvesting was reduced because less roof runoff was assumed to be entering
the storm water collection network. Finally, while the rainwater tank was always assumed to be connected
to the garden, it could also be connected to one or more of three indoor end uses, namely the toilet, laun-
dry cold water, and hot water (Table 1).

In addition to decisions regarding the size and properties of supply sources, alternatives were also a func-
tion of different operating rules of the system. These included determining: (1) which sources would have
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Table 2. Demand Type and Water Source for the Five Demand Categories Defined for

the Adelaide Southern System Case Study

priority of supply, if water was
available from more than one
source; (2) whether more water

Category Demand Type Water Sources

Type | Residential—potable River Murray, local catchment should be dra-wn from one source

reservoirs, desalination plant than another |f sources had equal

Type ll Residential (garden) Rainwater, River Murray, local priority; and (3) what level Mount
nonpotable, catchment reservoirs, .

X I Bold Reservoir should reach to
climate-dependent desalination plant . .

Type Ill Residential (toilet)— Rainwater, River Murray, local trigger pumping of water from
nonpotable, catchment reservoirs, the River Murray. For priority of
climate-independent desalination plant subbly. options ranaed from 1 to

Type IV Nonresidential— River Murray, local pply. op . 9 .
potable catchment reservoirs, 7 (Table 1), with one being the

desalination plant highest priority and seven being

Type V Nonresidential— Storm water, River Murray, local .

) the lowest. For supply weights,
nonpotable catchment reservoirs, .
desalination plant options ranged from 1 to 10

(Table 1), with weights being con-
sidered relative to each other, so
that a source of weighting five would supply five times the amount of water of a source of weighting one
(provided the sources had equal priority). For the Mount Bold Reservoir target level (to trigger pumping
from the River Murray), each month of the year was assigned a value, ranging from 0% to 100% in 5% incre-
ments (Table 1). Given the number of decision variables, the decision space for the optimization problem
was 3.26 X 103, clearly justifying the need to use MOEAs to efficiently search the space and produce an
approximation of the Pareto Front.

4.3. Simulation Model

The water resources model WaterCress (www.waterselect.com.au/watercress/watercress.html) was selected
to evaluate alternatives because the model can (1) cater for the alternative water sources and supply opera-
tions of the case study (see section 4.2), (2) easily incorporate multiple scenarios (see section 4.7), and (3) be
easily linked with an optimization module through the use of text input and output files. It is also freely
available, locally supported in Adelaide, and has been previously applied to this case study [Beh et al., 2014;
Maier et al., 2013; Paton et al., 2013, 2014]. These publications provide further details of the model, its bene-
fits, and its suitability for the case study.

The WaterCress representation of Adelaide’s southern water supply system consisted of two major compo-
nents—demand and supply. Demand was a function of both population and per capita consumption. The
population in 2050 was assumed to be approximately 775,000 people, about half of Adelaide’s 2050 popula-
tion based on the median population projection (derived from 72 projections) [Australian Bureau of Statis-
tics, 2008]. For the optimization process, per capita consumption was assumed to remain constant over the
planning horizon at 494 liters per capita per day (Lcd) [Paton et al., 2013]. This is a conservative approach to
demand projection; however, options considering demand reduction through water savings were investi-
gated postoptimization (see section 4.7). In the WaterCress model, per capita consumption was split into
five categories (Types I-V) to account for residential and nonresidential, potable and nonpotable, and
climate-dependent and climate-independent demands (Table 2). These were important delineations to
make in terms of allocating water sources to appropriate end use categories (Table 2). First, rainwater was
only used for residential use, second, rainwater, and harvested storm water were both considered nonpot-
able, and third, garden demand varied considerably depending on the season [see Paton et al., 2013], so
this variability needed to be modeled.

In terms of supply, sources could be considered as climate-independent or climate-dependent. The River
Murray and desalination plant were both classified as climate-independent sources, which is intuitive for
the desalination plant but not so for the River Murray. However, in the past, River Murray supply for Ade-
laide has depended on licenses, rather than climate, and this supply is guaranteed [Paton et al., 2013]. In
addition to the Mount Bold level to trigger River Murray pumping, River Murray supply was also con-
strained to 447 ML/d (the pumping capacity of the MBO Pipeline), and 325 GL over 5 years. This second
constraint represented half of the 5 year rolling license (see section 3) and was a necessary simplification
because WaterCress could not incorporate a rolling license. The local catchment reservoirs, storm water
harvesting schemes, and household rainwater tanks were considered to be climate-dependent sources.
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Table 3. Economic Cost Summary for Different Water Supply Sources

Supply Source

Capital Costs

Operational Costs

Local catchment reservoirs

River Murray

Desalination

Storm water

n/a

n/a

Desalination plant

Materials and construction for the
transfer pipeline pipe and fittings

Pumps and pump station building for
transfer pipeline

Storm water wetland material and construction
Aquifer storage recovery material and construction
Water distribution network material and construction

Power and chemical of treating water at the
water treatment plants (WTPs)

Labor to run the WTPs

Mechanical asset replacement

Upgrading infrastructure

Treatment at Happy Valley WTP (see above)

Electricity for pumping for MBO Pipeline

Electricity

Labor

Chemicals

Membrane and plant replacement

Electricity for pumping, and pump
replacement, for transfer pipeline

Labor

Replacement capital

Maintenance

Electricity for pumping
UV treatment
Monitoring fees

Rainwater Tank Electricity for pumping
Delivery and installation Tank maintenance
Dolomite base Pump and tank replacement
Pump (and for indoor use a mains switch)
Plumbing

Consequently, runoff from their catchments (either pervious, impervious or both in the case of storm
water), were modeled as a function of rainfall and evaporation, which were sourced from eight represen-
tative climate data sites across the indicative demand area and local reservoir catchments (Figure 1).
Details on the rainfall-runoff models and the rainfall and evaporation data for this case study can be
found in Paton et al. [2013, 2014] and Beh et al. [2014].

The impact of climate change on local catchment reservoirs, storm water harvesting schemes, and
household rainwater tanks was projected by first considering outputs from different world develop-
ment pathways, represented by SRES scenarios, and different global circulation models (GCMs). For the
optimization process, the A1B emissions scenario was used in combination with the CCSM3 GCM. These
selections proved to return middle of the range estimates for water supply security when compared
with a selection of SRES scenarios and GCMs for a number of different water supply configurations.
Alternative SRES scenarios and GCMs were considered postoptimization (see section 4.7). The constant
scaling or delta-change approach was then applied to obtain local rainfall and evaporation responses to
these climate change projections, as this has been used for this case study previously [Paton et al.,
2013, 2014].

One thousand 30 year stochastic rainfall time series were generated, ensuring the impact of natural rain-
fall variability was considered, as this number of replicates guaranteed that the important statistical char-
acteristics of the historical data sets were preserved in the generated data sets [see Paton et al., 2013, for
more detail]. However, due to computational constraints, only 10 stochastic time series were selected for
the optimization process, with the full 1000 stochastic time series subsequently applied in the postoptim-
ization robustness assessment (see section 4.7). The 10 time series were selected to be representative of
the 1000 series for a range of different water supply system configurations with different combinations of
sources. This was achieved by minimizing the difference between the average maximum annual vulner-
abilities obtained using the 10 selected time series and the 1000 time series with the aid of a genetic
algorithm.

Finally, the supply priorities and weights were applied (decision variables in the optimization process), to
integrate the supply sources in the WaterCress model. However, given the limited capacity of rainwater
tanks to store water, if rainwater was available, it was always used as a first priority for its allocated house-
hold uses.

PATON ET AL.
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4.4. Objective Function Evaluation

Synopses of how vulnerability and economic cost were evaluated for the case study are provided below.
More extensive detail is provided for the GHG emissions evaluation due to the significance of incorporating
the reduction of GHG emissions as an objective in this paper.

4.4.1. Vulnerability
The vulnerability objective was represented by the maximum annual vulnerability as a percentage of
demand averaged over the 10 stochastic time series as follows:

X ({%D 100

M.Vul= T

Mm

where M.Vul was the average maximum annual vulnerability given as a percentage; V,; was the volume by
which demand exceeded supply (given a failure occurred) for year a of the stochastic time series (a = 1-30)
and time series t (t = 1-10); D was the average annual demand; and T was the number of time series eval-
uated (T =10).

4.4.2. Economic Cost

Economic costs for existing supply sources (River Murray and local catchment reservoirs) were purely a func-
tion of operational costs over the 40 year planning horizon, as their capital costs were considered sunk
costs. However, economic costs for new supply sources were a function of both the capital costs incurred in
2010 and operational costs over the planning horizon. Consequently, the 2010 present value total system
cost was calculated as

2010 PV Total System Cost = 2010 PV OCgm -+ Res-+Des+sw+rw] T CCrpes+sw-+Rw] (2)

where 2010 PV OCigm+Res-+Des+sw-+rw] Was the sum of the 2010 PV operational costs for the five supply
sources and CCires—+sw+rw) Was the sum of the capital costs for desalination, storm water, and rainwater.
Due to the extensive economic cost data for supply sources, a summary of economic costs for each supply
source is included in Table 3, while a full derivation is provided as supporting information. An indicative
cost of 12 cents per kilowatt hour (c/kWh) was assumed as the purchase price for electricity, which is slightly
higher than SA Water's average electricity purchase price of approximately 10 c/kWh (see SA Water's 2010
annual report at www.sawater.com.au), so as to account for potential electricity price increases in South
Australia over the planning horizon. To convert future operational costs to their 2010 present value, a dis-
count rate of 4% was used for the first 5 years, from 2015 to 2035 (inclusive) the discount rate was reduced
to 3%, while this was reduced further to 2% from 1 May 2035 to the end of the planning horizon [Weitzman,
2001]. Application of a declining discount rate (DDR) is supported by Rambaud and Torrecillas [2005]
because of (1) uncertainty about the future, (2) future fairness, and (3) observed individual choice.

4.4.3. Greenhouse Gas Emissions

In a similar way to economic costs, only operational GHG emissions were attributed to existing supply sour-
ces, while for new potential supply sources, both operational GHG emissions and capital (embodied) GHG
emissions were included. Specifically, total system GHG emissions were calculated as

Total System GHG Emissions = OGHG[RM+Res+Des+SW+RW] + CGHG[Des+SW+RW] (3)

where OGHG [gy1+Res+Des+sw+rw; Was the sum of the operational GHG emissions for the five supply sources
and CGHGges +sw-+rw; Was the sum of the capital GHG emissions for desalination, storm water, and rain-
water. Due to the extensive GHG emissions data for supply sources, a summary of GHG emissions for each
supply source is included below, while further detail is provided as supporting information. No discount
rate was used for GHG emissions; however, a sensitivity analysis on different discount rates should be inves-
tigated in future work. The GHG emissions factor for electricity was assumed to be 0.73 kilograms of carbon
dioxide equivalents per kilowatt hour (kgCO$™ /kWh), which is the latest full fuel cycle emissions factor
(FFCEF) estimate for purchased electricity by South Australian end users [Department of Industry, Innovation,
Climate Change, Science, Research, and Tertiary Education, 2013]. South Australia’s generated electricity is
sourced predominantly from natural gas (52%), wind (27%), coal (17%), and solar (4%) [Australian Energy
Market Operator, 2014]. Its FFCEF for purchased electricity is thus lower than the Australia-wide average of
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1.00 kgCO5 ™ /kWh, reflecting South Australia’s greater uptake of renewable fuels and lower reliance on coal
compared to states such as Victoria and New South Wales (FFCEFs of 1.35 and 1.05 kgCO5~ /kWh, respec-
tively) [Department of Industry, Innovation, Climate Change, Science, Research, and Tertiary Education, 2013].
However, it is comparatively high compared to Tasmania’s FFCEF of 0.22 kgCO$™ /kWh [Department of Indus-
try, Innovation, Climate Change, Science, Research, and Tertiary Education, 2013], which relies heavily on
hydropower. From an international perspective, Australia’s FFCEF for purchased electricity is relatively high
due to its energy sector being one of the most CO,-intensive in the world, along with other coal-dependent
countries such as South Africa, India, and Indonesia [Foster and Bedrosyan, 2014]. Natural-gas dependent
countries, such as Mexico and Egypt, have lower emissions factors, while even lower emissions factors exist
for hydropower-dependent countries, such as Canada and Brazil [Foster and Bedrosyan, 2014]. For example,
in 2009, Canada’s electricity generation emissions factor, including transmission losses and associated emis-
sions, was 0.20 kgCO5~ /kWh [Canadian Government, 2011].

4.4.3.1. Local Catchment Reservoirs and River Murray

For local catchment reservoirs, operational GHG emissions associated with the energy required for treat-
ment at the WTPs and those associated with chemical use were accounted for. Operational GHG emissions
of River Murray supply included GHG emissions of treating the water at Happy Valley WTP and GHG emis-
sions due to pumping. GHG emissions due to pumping were derived from first principles, using the Darcy-
Weisbach head loss equation and the pump power equation (see section 2 of supporting information on
economic costs). The pump power was then converted to energy requirements, based on 24 h operation,
before being transferred to GHG emissions.

4.4.3.2. Desalination

Capital GHG emissions for the desalination plant were attributed to the materials, electricity, and diesel
used to construct the main plant and onsite power facilities, which account for just less than 1% of opera-
tional GHG emissions over a 20 year plant lifetime. Using this relationship and the derived operational GHG
emissions, the capital GHG emissions were estimated for each desalination plant capacity. For the desalina-
tion plant transfer pipeline, capital GHG emissions associated with materials for the mild steel cement lined
(MSCL) pipeline and construction of the pipeline were accounted for. GHG emissions associated with the
materials for the pumps were considered insignificant based on the GHG emissions inventory of the simi-
larly sized Murrumbidgee to Googong pipeline [ACTEW Corporation, 2009].

Operational GHG emissions included electricity required for treatment, chemicals, and membrane and plant
replacement. The GHG emissions associated with membrane replacement were applied every 5 years and
were independent of the amount of water produced by the plant. Furthermore, the GHG emissions associ-
ated with plant replacement were accounted for once in 2030 and were estimated to be the same as the
initial capital GHG emissions. However, GHG emissions associated with power and chemicals depended on
the amount of water supplied by the desalination plant. The operating GHG emissions for the transfer pipe-
line were attributed to the electricity required to power the transfer of water. The power required to pump
the water was estimated using first principles (see section 2 of supporting information on economic costs).
GHG emissions associated with pump replacement were excluded, as they were negligible compared with
GHG emissions associated with pumping.

4.4.3.3. Rainwater Tanks

Capital GHG emissions were attributed to the rainwater tank, pump, pipes, fixtures, and installation. How-
ever, the transport of the rainwater tank system to site was not accounted for, as this was expected to vary
considerably for each house. All rainwater tanks were assumed to be made from high-density polyethylene
(HDPE).

Operational GHG emissions for rainwater tanks were attributed to electricity use of the pump and replace-
ment of the tank (25 years) and pumps (10 years). However, no replacement GHG emissions associated with
pipes nor fixtures were accounted for, as these were assumed to have a lifetime greater than the planning
horizon. Replacement GHG emissions for the tanks and pumps were assumed to be the same as the initial
capital GHG emissions.

4.4.3.4. Storm Water Schemes
The capital material and construction GHG emissions for the storm water schemes were attributed to the
materials and construction of the wetland, aquifer storage and recovery (ASR) wells, and the distribution
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network. The GHG emissions associated with pumps were not considered, given that GHG emissions for
pumps of large pipelines were found to be negligible compared to other capital GHG emissions and the
operating GHG emissions of pumps. For the wetlands and ASR wells, GHG emissions were attributed to the
concrete and steel used in their construction and the excavation of soil required to create the wetlands and
wells.

For the distribution network, pipes were assumed to be made from HDPE, have a pressure rating of

600 kilopascal (kPa), an outside diameter of 280 mm, and a wall thickness of 10.8 mm. The length of pipe-
line required for the distribution of harvested storm water to nonpotable industrial and commercial users
was estimated from a number of similar storm water schemes in Adelaide. Specifically, the following equa-
tion was derived to estimate pipe length based on the potential yield of the schemes

L=18.108" Y0268 4

where L is the length of pipeline (in km) and Y is the potential yield of the storm water scheme (in GL/yr).

Operational GHG emissions for the storm water harvesting schemes were based on operating GHG emis-
sions, namely those associated with pumping the storm water. The wetlands, wells, and distribution net-
work were assumed to have lifetimes greater than the planning horizon of 40 years considered, so no GHG
emissions associated with replacement were attributed to storm water harvesting. GHG emissions for pump
replacement were also ignored, as these were assumed to be negligible compared with those associated
with the electricity required for pumping.

4.5. Evaluation of Constraints

Constraints were based on the definition of “acceptable performance” representing the extent of water sav-
ings that can be expected from temporary water restrictions, which is a function of the “acceptable” fre-
quency, duration, and severity of restrictions [Chong et al., 2009a]. As Adelaide has no defined “level of
service” objectives in terms of these measures [Chong et al., 2009a], “acceptable performance” was based
on the “level of service” objectives for Melbourne, Australia, which include reliability >95% and duration of
failure <365 days [Chong et al., 2009a].

Reliability was calculated as

(5)

where Rel was the average reliability of the system given as a percentage; S; was the number of days avail-
able supply exceeded demand (success state) for time series t (t = 1-10); D, was the total number of days
evaluated for time series t (D, = 10,958); and T was the number of time series evaluated (T = 10).

Average maximum duration of failure was calculated as

.
M.D.F.= 2 e max({Fe})

T (6)

where M.D.F. was the average maximum duration of failure given in days; F; was the number of consecutive
days that demand exceeded supply given a failure occurred for time series t (t = 1-10); and T was the total
number of time series evaluated (T = 10).

4.6. Optimization

The Water System Multiobjective Genetic Algorithm (WSMGA) developed by Wu et al. [2010], which is based
on the nondominated sorting genetic algorithm Il (NSGA-II) [Deb et al., 2002], was used as the multiobjec-
tive genetic algorithm (MOGA), as it has been shown to perform well in previous studies and caters to dis-
crete decision variables.
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In order to calibrate the WSMGA, various values of the population (P) (50-300), number of generations (G)
(100-400), probability of crossover (P,) (0.6-0.9), and probability of mutation (P,,) (0.05-0.2) were trialed. In
order to identify the most appropriate combination of these parameters, the hypervolume of the different
Pareto Fronts produced whilst varying the parameters was analyzed. The hypervolume was selected for this
purpose because it is the most difficult metric to satisfy, given it rigorously captures both convergence and
diversity of the Pareto Front [Reed et al., 2013]. Specifically, for different combinations of P, P., and P, the
hypervolume was plotted against the number of generations, with the aim of determining which combina-
tion of P, G, P, and P, returned the largest hypervolume (and so resulted in a Pareto front with good con-
vergence and diversity) with the least computational effort. The parameters obtained through this process
were P =150,G =150, P.=0.9,and P,, = 0.1.

The random initialization of the first generation in WSMGA was repeated 10 times, with the final Pareto
Front comprised Pareto optimal points sourced from all 10 runs. A number of runs was necessary to
ensure that near-globally optimum solutions were found, because WSMGA is a stochastic algorithm and
will thus find different solutions depending on the starting position in the search space [Keedwell and
Khu, 2006].

4.7. Postoptimization Robustness Assessment

To provide an indication of how robust the solutions were to future uncertainties in demand and impacts of
climate change projections [see Paton et al., 2013], six solutions from the Pareto front were subjected to
multiple future scenarios in a postoptimization robustness assessment.

These solutions were selected because they (a) represented breakpoints in trade-offs between two of the
three objectives (Figures 2b-2d); (b) spanned a wide range of values of the objectives, i.e., solutions were
across the Pareto surface, rather than only from a small section of the surface (Figure 2a); and (c) had aver-
age maximum annual vulnerabilities of less than 27% of demand. This cut-off was employed as it is equiva-
lent to the projected savings under Adelaide’s toughest level 5 water restrictions [Chong et al., 2009b], and
thus the upper limit of this objective to ensure system failure was prevented.

Overall, 252 scenarios comprised six SRES scenarios, seven GCMs (from the set of coordinated climate model
experiments comprising the World Climate Research Programme’s Coupled Model Intercomparison Project
CMIP3), and six demands were included in the robustness assessment. This is consistent with the scenarios
applied to this case study by Paton et al. [2013]. The six SRES scenarios included B1, B2, A2, A1B, A1T, and
A1FI, which were selected to cover the full range of potential future development pathways defined by the
Intergovernmental Panel on Climate Change. The GCMs were selected using CSIRO’s Climate Futures Frame-
work (CFF) [Clarke et al., 2011], in which plausible climates simulated by GCMs are classified into a small set of
representative climate futures (RCFs) [Whetton et al,, 2012]. Consequently, a smaller subset of GCMs can be
selected that cover the identified RCFs (in this case study six RCFs were identified), thus reducing computa-
tional effort but still maintaining the uncertainty in GCM projections.The seven GCMs selected for this case
study using the CFF included CCSM3 (hereinafter CCSM), CGCM3.1(T63) (hereinafter CGCM-h), CSIRO-MK3.5
(hereinafter CSIRO), FGOALS-g1.0 (hereinafter FGOALS), MIROC3.2(hires) (hereinafter MIROC-h), MIROC3.2(me-
dres) (hereinafter MIROC-m), and MRICGCM2.3.2 (hereinafter MRI). The six demand scenario options, labeled
Very low, Low, Medium low, Medium high, High, and Very high, represented three population estimates com-
bined with two per capita consumption estimates (Table 4), as detailed in Paton et al. [2013].

For each of the six selected solutions, the WaterCress model was run for each of the 252 scenario options in
combination with the 1000 stochastic time series. Robustness was then estimated as

Rob=S/T (7)

where Rob was the robustness, S was the number of scenarios for which the system was considered to
exhibit “acceptable performance” and T was the total number of scenarios evaluated (T = 252,000). As dis-
cussed earlier, “Acceptable performance” was defined in terms of a reliability >95%, a maximum duration
of failure <365 days, and a maximum vulnerability <27% of demand.

In addition, the median values for the 1000 stochastic time series for each of the 252 scenarios for the
each of the selected solutions for average maximum annual vulnerability, average reliability, average
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Figure 2. The Pareto front for the case study illustrating trade-offs between (a) all three objectives; (b) average maximum annual vulnerability and GHG emissions; (c) GHG emissions
and 2010 NPV total system cost; and (d) average maximum annual vulnerability and 2010 NPV total system cost. The black triangles indicate the six solutions (numbered to correspond
with Tables 6 and 7) selected for the postoptimization robustness assessment.

maximum duration of failure, total system cost, and total GHG emissions were calculated so as to assess
how the uncertainty sources (GCMs, SRES scenarios, and demands) affected the performance criteria. This
was important from a practical management perspective, as if the greatest sources of uncertainty are
within the control of the water authority, any effort may be best spent by reducing this uncertainty, thus
resulting in a smaller future window of uncertainty and increasing the robustness of solutions. It should
be noted that while in this instance median values were selected for comparison, a more conservative
approach would be to look at the values for which only 5% or 10% of future scenarios would be more vul-
nerable, more costly, more GHG emissions intensive, less reliable, and have more consecutive days of
failure.

5. Results and Discussion

Table 4. Demand Scenario Options . .
P The Pareto front illustrating the range of values of

Demand Per Capita Population . .
. Consumption Growth the objectives and the trade-offs between objec-

; tives for the nondominated solutions is presented
Very low Reduction Small . - . .
oy @onstant small in section 5.1. Analysis of the Pareto front, in terms
Medium low Reduction Medium of the similarities in decision variables for solutions
Medium high Constant Medium comprising the Pareto front, is presented in sec-
High Reduction Large P 9 1P

Very high Constant Large tion 5.1.1, while section 5.1.2 examines how deci-
sion variable selection affects the objectives. In
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section 5.2, the postoptimization

Table 5. Median Unit Costs and GHG Emissions (Includes Both Capital and Opera-
robustness results are presented,

tional Costs and GHG Emissions) Derived From the 792 Pareto Optimal Solutions

for the Different Supply Sources thereby investigating (a) how
Median Unit robust the six solutions are to
Median Unit GHG Emissions future uncertainties when assessing
Supply Source Cost ($/m”) (kgCO5 ™ /m?) . X
the impacts of climate change on
Myponga Reservoir local catchment 0.35 0.18 water supply (including demand
Happy Valley Reservoir local catchment 0.09 0.09 . pply 9’
River Murray 0.16 0.82 uncertainty) and (b) which uncer-
Desalination plant 2.32 3.78 tainty sources have the greatest
Household rainwater tanks 2.36 1.89 impact on the obiective values
Brownhill-Keswick storm water 1.12 0.48 P ) :
harvesting scheme A summary of the results from a
Sturt storm water harvesting scheme 1.39 0.57 practical management perspective
Field storm water harvesting scheme 1.42 0.59 is given in section 5.3
Pedler storm water harvesting scheme 1.26 0.54 9 o

5.1. Optimization

Four different views of the Pareto
front (comprising of 792 nondominated solutions) are presented to fully illustrate the trade-offs between
the three objectives (Figures 2a-2d). Because of the large number of nondominated solutions, decision-
makers may also benefit from investigating a number of interactive visual analytics, as highlighted by Kaspr-
zyk et al. [2009, 2012, 2013]. However, the Pareto fronts do illustrate a number of patterns, the most evident
being that trade-offs exist between all three objectives. First, decreases in average maximum annual vulner-
ability result in increases in costs and/or GHG emissions (Figures 2b and 2d). However, the rate of increase
varies. Relatively large vulnerabilities can be reduced to small values with only small increases in costs and/
or GHG emissions, while completely removing system failure is much more expensive and/or GHG emis-
sions intensive. For example, in moving from solutions 1 to 3, a reduction in average maximum annual vul-
nerability of 9% is associated with a relatively small 3% increase in economic cost, whereas a further
reduction of 15% in average maximum annual vulnerability to achieve no system failure (e.g., solution 4)
comes at a minimum additional 27% increase in economic cost (Figure 2d). Similarly, for GHG emissions, in
moving from solutions 2 to 6, average maximum annual vulnerability can be cut from 23.5% to 7.3% with
only a 3.5% increase in GHG emissions, whereas a further reduction of 7.3% of average maximum annual
vulnerability (e.g., solution 5) means a minimum additional 44.0% increase in GHG emissions (Figure 2b).
Furthermore, there is also a trade-off between costs and GHG emissions, whereby an improvement in
GHG emissions or cost does not necessarily correlate with an improvement in the other objective
(Figure 2c). For example, for solutions 1 and 2, which have very similar average maximum annual vulner-
ability (Figures 2b and 2d), solution 2 costs $1.15 billion more than solution 1, while solution 1 has
greater GHG emissions, specifically 1.19 million tonnes of CO5™ more than solution 2 (Figure 2c). The
objective values also range considerably, with average maximum annual vulnerability varying from 0%
to 44.7% of demand, total system cost from $3.17 to $6.58 billion, and GHG emissions from 4.90 to
10.83 million tonnes of COS™ (Figure 2).

5.1.1. Decision Variables

A number of trends in the values for the decision variables are apparent when studying the solutions that
comprise the Pareto front (Figure 2). First, a desalination plant is always selected, with capacity between
100 and 500 ML/d (representing the full range of options specified for this variable, except for the option

of no desalination plant). This seems counterintuitive from purely studying the unit costs and GHG emis-
sions of desalination, as desalination is almost the most expensive source and is the most GHG emissions
intensive (Table 5). However, this source is being selected because of the third objective—risk-based per-
formance. That is, even the smallest desalination plant capacity (approximately 36.5 GL/yr) could supply
more water than all of the storm water schemes (maximum supply from Pareto solutions of 17 GL/yr) and
rainwater (maximum supply from Pareto solutions of 25 GL/yr). Thus, the reliability and duration of failure
constraints of the optimization problem may not be met without the desalination plant, resulting in all solu-
tions on the Pareto front containing desalination. The four storm water harvesting schemes are also present
in almost every option. This is expected, considering they have both lower unit costs and GHG emissions
compared with the two other augmentation options of desalination and rainwater (Table 5). However, as
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Table 6. Values for the Capital Decision Variables for the Six Solutions Selected for the Postoptimization Robustness Assessment

Desalination Rainwater Rainwater Storm
Solution Plant Capacity Rainwater Tank Roof End Water
Number (ML/d) Size (m?) Connectivity Use Schemes
1 150 0 n/a n/a All schemes
2 100 3 0.9 Garden, cold laundry, hot water All schemes
3 150 0 n/a n/a All schemes
4 250 0 n/a n/a All schemes
5 150 4 0.9 Garden, cold laundry, hot water All schemes
6 500 5 0.9 Garden, cold laundry, hot water All schemes

demonstrated by the results, augmentation options in addition to storm water (desalination or desalination
plus rainwater) are necessary, as the total potential yield from all of the storm water schemes is insufficient
to meet projected future demand.

Rainwater tanks are only present in 70% of the Pareto front solutions, so depending on how important the
water authority considers each objective, rainwater tanks may or may not have a place in the future water
supply system. Furthermore, when tanks are selected, they are always sized between 2 and 7 m?, there is a
roof connectivity of 0.9 in most cases, and rainwater is usually selected to supply all but the toilet end use
(i.e., garden, cold laundry and hot water). It is not surprising that large tank sizes do not feature in the Pareto
solutions, because larger tanks do not necessarily supply much more water than smaller tanks in Adelaide’s
climate, even though they are more expensive and are associated with the emission of more GHGs.

As far as optimal operational decisions are concerned, the desalination plant and Happy Valley Reservoir
have the lowest priorities of supply in 84% and 85% of the Pareto solutions, respectively. The relatively high
unit costs and GHG emissions for desalination (Table 5) offer a good reason for why desalination has such a
low priority. Furthermore, while supply from the Happy Valley Reservoir local catchment has the smallest
unit GHG emissions and smallest unit costs, water supplied from Happy Valley Reservoir also contains River
Murray supply, which has the second highest unit GHG emissions and thus explains why Happy Valley Res-
ervoir also has a low priority in many solutions. These results suggest that to reduce costs and/or GHG emis-
sions of the system, desalinated and River Murray supply should be used sparingly. There were no
distinguishing features in regard to the weights of supply, or the Mount Bold reservoir trigger levels, sug-
gesting that the value these variables take do not have as large an impact on the objective functions as
either the capital decisions associated with source augmentation, or the priorities of supply.

5.1.2. Correlations Between Decision Variables and Objectives

There is a 71% positive correlation coefficient between rainwater tank size and economic cost, together
with a similar positive correlation coefficient, albeit it slightly less at 60%, between desalination plant
capacity and economic cost. This was to be expected, given that larger rainwater tanks and larger desalina-
tion plants are more expensive. Supply from local catchment reservoirs, the River Murray, and harvested
storm water have much less of an impact on cost, although all correlations are slightly negative. This was to
be expected, as increases in rainwater and desalination supply (which are positively correlated with cost)
generally mean less water is supplied from the other sources. However, the exception to this is the relation-
ship between supply from desalination and harvested storm water, in which a positive correlation coeffi-
cient of 44% exists. This occurs because when rainwater tanks are an option, there is a reduction in the

Table 7. Criteria Values for the Six Solutions Nominated for the Postoptimization Robustness Assessment
Total System

2010 NPV GHG Emissions Average Maximum Average Maximum Robustness (% of

Solution  Total System  (Millions Tonnes  Annual Vulnerability Duration of Scenarios Exhibiting
Number  Cost ($billion) COze") (% of Demand) Reliability (%) Failure (Days) Acceptable Performance)
1 3.16 6.28 237 95.1 92.9 64.8

2 4.31 5.09 235 95.5 116.6 43.9

3 3.27 6.82 14.7 95.1 736 63.9

4 4.14 8.94 0.0 100.0 0 787

5 5.08 7.59 0.0 100.0 0 80.6

6 6.23 5.27 73 97.3 285 787
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impervious catchment of harvested storm water. Consequently, harvested storm water yield decreases
when rainwater tanks are implemented, which is matched by a decrease in supply from the desalination
plant, as less water is required to be supplied by this source (supply from rainwater tanks and the desalina-
tion plant have a negative correlation coefficient of 84%).

Rainwater tank selection also influences GHG emissions considerably. For example, all solutions without
rainwater tanks have GHG emissions of more than 6.26 million tonnes CO5™~, in combination with a negative
52% correlation coefficient between rainwater tank size and GHG emissions. In fact, only 2 out of 69 Pareto
solutions with GHG emissions of more than 8 million tonnes COS™ include a rainwater tank. This infers that
rainwater tanks could be useful adaptation measures that also maintain relatively low GHG emissions for
the system. While desalination plant capacity only exhibits a 12% correlation coefficient with GHG emis-
sions, desalination plant supply has a 91% positive correlation coefficient with GHG emissions. This implies
that: (a) the desalination plant should be used sparingly to minimize GHG emissions (supporting the conclu-
sion in section 5.1.1); and (b) the operational GHG emissions of desalination are more significant than the
capital GHG emissions, which is consistent with estimations of capital versus operational energy for desali-
nation plants. Furthermore, there is a negative 56% correlation coefficient between River Murray supply
and GHG emissions, inferring that use of the River Murray may also help to reduce GHG emissions of the
system. This is as expected, because there is also a negative 45% correlation coefficient between River Mur-
ray supply and desalination supply, so when more water is sourced from the River Murray, generally less is
sourced from the desalination plant, resulting in fewer GHG emissions. While supply from the local catch-
ment reservoirs also exhibited a similar negative correlation with GHG emissions, there was a slight (25%)
positive correlation coefficient between GHG emissions and supply from the harvested storm water
schemes. This was expected though, because there is a positive correlation between supply from harvested
storm water schemes and the desalination plant, as explained in the preceding paragraph.

5.2. Postoptimization Robustness Assessment

The capital decision variables for the six solutions selected for the postoptimization robustness assessment
are summarized in Table 6, while Table 7 summarizes the criteria values derived from the optimization pro-
cess, as well as the robustness of each solution. While the six solutions all contained the four storm water
schemes, the desalination plant capacity ranged from 100 to 500 ML/d and rainwater tanks from 3 to 5 m?,
if they were selected (Table 6). For the three scenarios with rainwater tanks, each had a constant roof con-
nectivity of 0.9, with rainwater used for the garden, cold laundry, and hot water (Table 6). While solutions 1
and 3 have the same capital decision variables (Table 6), the average maximum annual vulnerability is
somewhat less for solution 3 (Table 7). Moreover, solution 6, which has a larger supply infrastructure port-
folio than solutions 4 and 5 (Table 6), exhibits a few short, small system failures, while solutions 4 and 5 can
still provide the required demand (Table 7). These occurrences illustrate that system operation can influence
the objectives, even if they may not affect them to the same extent as capital decisions.

The most robust solution to the climate change impact assessment uncertainties is solution 5 at 80.6%,
although this is only slightly better than solutions 4 and 6, which share a robustness of 78.7% (Table 7). This
is to be expected, given that solutions 4 and 5 exhibit no failures from the optimization runs and thus have
the best risk-based performance, while solution 6 in the optimization run only exhibits infrequent failures
that are short and of a small magnitude (Table 7). The least robust solution is solution 2, while solutions 1
and 3 (which share the same initial capital decision variables) perform acceptably for about two-thirds of
future scenarios (Table 7). So, although solutions 1 and 2 both exhibit very similar average maximum annual
vulnerability in the optimization process (Table 7), solution 1 is considerably more robust than solution 2,
inferring it has a better overall risk-based performance than solution 1. This makes sense, as the 3 m® rain-
water tank cannot supply as much water as an additional 50 ML/d capacity for the desalination plant

(Table 6).

A summary of the variation in performance criteria due to the different sources of uncertainty for the six sol-
utions (Table 6) is provided below, including boxplots of the variation in average maximum annual vulner-
abilities (Figure 3), while boxplots for the other performance criteria are included in the supporting
information. Each boxplot has three sections—the top section compares across GCMs, the middle section
across SRES scenarios, and the bottom section across demands (e.g., Figure 3). Within each section, the six
or seven different scenario options are illustrated, and within each of these, there are six columns that
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Figure 3. Boxplot of average maximum annual vulnerability comparing the (top section) different GCMs, (middle section) different SRES
scenarios, and (bottom section) different demands.

represent each of the six solutions considered in the postoptimization robustness assessment (consecu-
tively from solution 1 in the furthest left column through to solution 6 in the furthest right column). For
example, in the top section of each boxplot, for each GCM and each alternative, the columns represent 36
points (one for each of the six SRES scenarios combined with the six demands).

System cost is most insensitive to future uncertainty; however, the costs of solutions with rainwater tanks
are more sensitive to changes in population than solutions without rainwater tanks (see supporting infor-
mation). This is expected, considering the large impact rainwater tanks have on economic cost and given
that for larger populations, there are more houses and thus more rainwater tanks. GHG emissions similarly
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increase for scenarios with bigger populations, as well as bigger per capita consumptions (see supporting
information). This is because larger demands require more water to be supplied, which is likely to increase
the supply from desalination plants, which has a major impact on GHG emissions. As illustrated by the
increase in average maximum annual vulnerability (Figure 3), larger demands also decrease the risk-based
performance of the system (see supporting information). In fact, of the uncertainty sources, demand has
the greatest impact on the performance criteria, followed by GCMs and SRES scenarios, as illustrated by a
greater variation in the performance criteria when comparing across the different demands, than exists
when comparing across the GCMs and SRES scenarios (Figure 3 and supporting information).

5.3. Practical Management Implications

The results from this case study have a number of practical management implications. First, considerable
trade-offs exist between (1) cost and risk-based performance and (2) GHG emissions and risk-based per-
formance, which is to be expected, as a system that has enhanced water security, will generally cost more
and/or emit more GHG emissions. However, results also illustrated that while large system failures may be
reduced to smaller ones relatively cheaply and/or without many additional GHG emissions, to reduce aver-
age maximum annual vulnerability to zero will be relatively expensive and/or produce many more GHG
emissions. Consequently, it may be better to operate the system with the need for some water restrictions
in order to avoid system shortfalls.

A trade-off also exists between economic cost and GHG emissions. The main drivers of this trade-off are the
presence of rainwater tanks and the supply of water from the desalination plant. That is, rainwater tanks are
an expensive adaptation source and desalination is a GHG emissions-intensive source. Consequently, for a
water authority aiming to minimize GHG emissions (as would be the aim in attempting to mitigate the
impacts of climate change), water supply from the desalination plant should be kept to a minimum. There-
fore, while a desalination plant may be a good adaptation measure to climate change due to its climate
independence, other water sources, such as rainwater tanks and storm water harvesting schemes, may be
better mitigation measures. This illustrates the importance of accounting for GHG emissions in urban water
supply system planning, as if simply cost and risk-based performance were considered as objectives, solu-
tions would favor adaptation responses, rather than mitigation responses.

However, in the future water supply system plan, a desalination plant of some capacity should be included,
as it is required to maintain “acceptable” risk-based performance of the system. Similarly, storm water
schemes should be included. However, as discussed above, from a mitigation perspective (with the aim of
minimizing GHG emissions), the desalination plant should be used sparingly and rainwater tanks between
2 and 7 m? should be included, connected to as much of the roof area as possible and supplying garden,
cold water laundry, and hot water use. Furthermore, to cope with future uncertainty, some consideration
should be given to the outcome of the scenario-based sensitivity analysis. Solutions with a combination of
a desalination plant of >150 ML/d and rainwater tanks of 4 or 5 m?, or a desalination plant >250 ML/d, are
more robust than solutions with a 100 ML/d desalination plant and 3 m® rainwater tanks, or a desalination
plant <150 ML/d. Consequently, planning a system with a desalination plant >150 ML/d in combination
with rainwater tanks will help the system cope with future uncertainty. Furthermore, while uncertainties in
GCMs and SRES scenarios both influence the risk-based performance of the system, the greatest impact is
due to demand uncertainty. This is comforting to water managers, as per capita consumption is, to an
extent, within their control, unlike GCMs and SRES scenarios, for which they cannot reduce the uncertainty.
Consequently, reducing per capita consumption, and thus the uncertainty in demand projections, would be
a good focus for the water authority, as it would reduce the uncertainty in projecting risk-based perform-
ance, and thus improve the robustness of solutions.

6. Summary and Conclusions

While the adaptation of urban water supply systems to climate change has been given due consideration

in the literature [see for example, Wilby and Dessai, 2010], there still exists a lack of understanding of mitiga-
tion responses in planning urban water supply systems. In fact, energy use and GHG emissions are on the
rise in the water sector, with some water resource adaptation measures (e.g., desalination plants) having
greater energy intensities than traditional sources. However, mitigation responses to climate change require
the reduction of GHG emissions. Therefore, due to this contradiction, there is a need to account for both
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adaptation and mitigation responses to climate change in urban water supply planning. Furthermore, the
mitigation of climate change by minimizing GHG emissions will inevitably conflict with other water supply
system objectives, such as maximizing risk-based performance. Thus, balancing and negotiating multiple
objectives are a necessary focus. MOEAs are particularly useful tools for addressing such a problem, because
they can evolve an approximation to the entire trade-off (Pareto) fronts of multiple objectives in a single
run [Reed et al., 2003].

In order to address this issue, a MOEA approach was used to optimize future water supply options for the
southern portion of Adelaide’s water supply system in terms of costs, GHG emissions, and water supply
security. The results showed that GHG emissions produced by urban water supply systems can vary consid-
erably (between 4.90 and 10.83 million tonnes of CO5™ for Pareto solutions of Adelaide’s southern water
supply system). In addition, there is a trade-off between GHG emissions and risk-based performance and,
variation in the rate of increase in GHG emissions with increase in risk-based performance. To reduce rela-
tively large system failures to relatively small ones does not necessarily increase GHG emissions (and/or eco-
nomic cost) by much; although to completely remove system failure may greatly increase GHG emissions
(and/or economic cost). There is also a trade-off between GHG emissions and cost, with solutions resulting
in lower GHG emissions potentially costing more. The results also indicated that Pareto solutions comprising
a large supply from the desalination plant result in greater GHG emissions, while low GHG emissions solu-
tions favor household rainwater tanks. Thus, while a desalination plant may be a good adaptation measure
to climate change due to its climate independence, other water sources, such as rainwater tanks and storm
water harvesting schemes, which emit fewer GHG emissions, may be better mitigation measures. Including
GHG emissions as an objective in an optimization framework for urban water supply system planning under
climate change is thus imperative to ensure that both adaptation and mitigation measures to climate
change are considered.

All Pareto solutions generally comprise storm water schemes and a desalination plant to ensure
"acceptable performance,” and a little over two-thirds of solutions incorporate rainwater tanks between 2
and 7 m?, inclusive. Rainwater tanks are usually always connected to 90% of the roof, and supply the gar-
den, laundry cold water, and hot water end uses, but not toilets. The operational variables have less of an
impact on the objectives compared with the capital investment decisions, although results indicate that
operation of the system still influences the objective values, so system operation is still important to con-
sider. Finally, the postoptimization robustness assessment highlighted that three of the six solutions ana-
lyzed satisfy the security of supply criteria for about 80% of future scenarios. These three relatively robust
solutions include either: (1) a combination of a desalination plant of >150 ML/d and rainwater tanks of 4 or
5 m?; or (2) a desalination plant >250 ML/d. Furthermore, demand uncertainty has the greatest impact on
the objectives, so effort directed toward reducing per capita consumption (and thus demand) may be war-
ranted to increase the robustness of solutions to future uncertainties of climate change.

There are a number of limitations of this study that could be addressed in future work. First, a number of
assumptions were made regarding values used in modeling the water supply system (e.g., in the catchment
rainfall-runoff models) and in estimating costs and GHG emissions (e.g., the price and emissions factor for
electricity and the discount rate). These may affect the results of the case study, thus a sensitivity analysis
on these factors should be conducted as part of future work. Second, a limitation of the approach is the use
of a robustness measure postoptimization. By only considering robustness postoptimization, system opera-
tion could not be optimized for each of the scenarios, even though in reality once the initial capital deci-
sions are made, the operation of the system enables some flexibility to react to the actual scenario that
eventuates. Further work could therefore focus on reoptimizing just the operational rules for fixed infra-
structure options for different future scenarios, to investigate how much adaptive capacity selected infra-
structure options have. Third, demand management options (e.g., water rebates for water efficient
appliances) were not included as decision variables, as there were insufficient economic cost and GHG emis-
sions data to do so. Therefore, future work should focus on collecting these data, or developing approaches
to estimate the costs and GHG emissions for such options, so they can be included as decision variables in
the optimization process. Finally, due to the large integrated nature of the approach and the effort required
to demonstrate it for a city’s water supply system, the approach could only be illustrated for one case study.
While the practical management implications drawn from this case study are useful and may be applicable
to other urban water supply systems, the application of the approach to a number of cities around the
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world would enable more generic conclusions to be drawn about the role of GHG emissions in urban water
supply systems and the trade-offs that may exist between adaptation and mitigation responses to climate
change.
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